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CHAPTER 1

ON SUBJECTS AND EXPLANATION

1.1. Overview

Explaining subjects and their properties is an important challengentemporary
linguistics. For formalist approaches to linguistics, the cluggeof properties that subjects
display necessitates some special representational propertjes tmisubjects. Without such
representational uniqueness, the properties of subjects that setpadrfrom other elements
of the clause are mysterious. However, this only pushes the neagloragion back one level:
such special representation itself calls out for explanationuRotibnalist approaches, similar
issues are raised, as it is not clear what the functmoglkerties of subjects are that set them
apart. From a typological perspective, the mystery of subjeatses deeper, as different
language types appear to deploy subject properties in differenygberrstic) ways. As a result
of the discoveries of ergative languages, Philippine-type languactése languages, and the
like, interesting questions have been raised about the properties atsuije representation
of subjects, and even the cross-linguistic validity of “subjectamselement of linguistic
description.

The concept of “subject” is one with a long history in linguisticswith most other such
concepts, contemporary linguistics did not invent the subject. Instead tékieasa traditional
concept and attempted to provide it with theoretical content. Problemaitisate because the
concept “subject” originates in traditional studies of classicil-European languages such as
Greek and Latin, languages which are closely related gemgtiaedally, and typologically.
Investing “subject” with theoretical content thus usually dependsluer éitcusing on languages
which are typologically similar to classical Indo-European langsiag attempting to extend an
Indo-European notion to languages which have very different typological pespés a result,
different researchers take varying positions on which languagesxaneined, and in some
languages which element (if any) is to be identified as thectubjach of the literature on such
topics as ergativity and active languages focuses on debatesdheba These issues need to
be clarified if a true understanding of subjects and their properties is to be achieved.

All contemporary approaches to linguistics—formalist, functionajipglbgical, etc.—
appropriately take the goal of linguistics to be the explanationgfiktic phenomena. As such,
they depart from merely being satisfied with describing linguitcts, although proper
description is, of course, a prerequisite for explanation. In the mfadobjecthood, this means
that simply stipulating the properties of subjects is not sefficthe properties should follow
from a proper characterization of the nature of subjects. Sincanatign is possible only in the
context of a theory of the linguistic domain in question, the attethptshave been made at
explaining subjects have been as varied as schools of linguistitshawve mirrored the
drawbacks of the theoretical assumptions made by the researchers. Formal aenduntbe
characterized by a disregard for functional factors and often loleguate cross-linguistic
coverage. Functionalist and typological accounts are typicalgdoas superficial surveys of
languages and disregard the nature of the formal devices involved in syntax.

It is the thesis of this study that a truly explanatory theorgubljects has yet to be
constructed, and its goal is the proposal of such a theory. A thearyje€s must be formally
grounded, functionally aware, and achieve sufficiently broad typologieatage, including all
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of the types of languages which are potentially problematic. Umiés@ous accounts, the theory
of subjects to be proposed here meets all of these criteriaralligtit draws on insights of
earlier approaches, but it synthesizes them in a way whichgésuhue explanation of the
properties of subjects as they are revealed in cross-linguistic study.

In this first chapter, we will enumerate the properties gelgetadught to be subject
properties. We will also discuss typological issues retatedbjecthood. Finally, we will discuss
different types of approaches to subjects.

1.2. Subject Properties
1.2.1. First Approximation

As mentioned above, subjects display an array of properties whichemstounted for
by a theory of subjecthood. Properties of subjects have been enumesdtetias like Keenan
(1976) and Andrews (1985). We will review them here briefly, primarily uskagnples from
English. However, before we discuss the properties of subjectseittéssary to take heed of the
following observation by Andrews (1985: 104).

At the outset we must note that there are no properties whadhlanguages are always exhibited
by subjects and only exhibited by them. There may be some propleati@se universally restricted
to subjects [fn omitted], but there are certainly none thatahvegys have. Rather, we find properties
that are exhibited by subjects in a wide range of languages, acidl nvly be plausibly argued to be
restricted to subjects in some of them.

This observation is not surprising—it is in line with the way typiglalgproperties typically
apply (Comrie 1989). However, it violates the usual formalist pneferfor absolute universals,
and thus is an important caveat for any formally based theory otssbeaddition, the fact that
typological properties typically emerge as tendenciberahan absolutes is itself something that
needs to be explained.

The first property is that if a verb has an Agent argument, gle@tAs realized as subject.

Q) a Predicate: ‘eat’; Agent: ‘the kid’; Patient: ‘the sandwich’
b. The kid ate the sandwich
C. *The sandwich atehe kid.

A verb like the putativeat’in (1c), in which the Patient is realized syntacticallyudgect and
the Agent as object, is disallowed. Of course, while all Agentraegts are subjects, not all
subjects are Agents. If the verb does not have an Agent argumenutbjbet will express some
other thematic role. A special case of this is the passive construction cim tiveiAgent loses
its expressed-argument status (Chomsky 1981, Bresnan 2001).

Another property of subjects is that the addressee of an impasadigeibject. This can
be seen in each of the following imperatives: the addressee caa Wanrety of thematic roles,
not necessarily Agent, but it must have the syntactic status of subject.

2) a Eat the sandwich!
b. Go to school!
C. Freeze, if that’'s what you want! (Parent to child who refuses to put onia coat
freezing weather)
d. Be happy!

e. Be arrested by the municipal police, not the state police!
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Another property which is apparent in the English imperative examgthsugh more clearly
in other languages, is that the subject is more susceptibleng tesilized as a covert (null or
empty) pronoun. It is telling that the empty-pronoun construction (or pro-grofign referred
to in the theoretical literature as the null-subject constmct name which is based on this
higher susceptibility. We will discuss the facts in more detail in Chapter 2.

A frequently discussed property of subjects is anaphoric prominence. The exast detall
vary from language to language (as will be discussed in Chapter 2), but one clegueanse
which can be seen in all languages with reflexive prorfasitisat in a transitive clause in which
the subject and object are coreferential, it is the subject wdetpressed as a full NP and the
object as the reflexive pronoun.

3) a Pnina saw herself.
b.  *Herself saw Pnina.

In some languages the antecedent of a reflexive must be a sulbjean others (like English)
it just has to have higher prominence, but in either case the moshprb@lement of the clause
is the subject.

An anaphoric construction which does not exist in English, but in wthietgreater
prominence of the subject is again apparent, is the switctenefe construction, in which a
clause marks the anaphoric relation (coreference or disjoinénefrbetween its own subject
and the subject of a superordinate and/or coordinate clause. Thisgiéee in the following
Diyari sentences (Austin 1981).

4) a Karna  wapa-rna  warrayi, jukudu nanda- Iha.
man go- PART AUX kangaroo kill- IMPLIC.SAME
‘The man went to kill a kangaroo.’
b. Karna-li  marda matha-rna  warrayi, thalara kurda- rnanthu.
man- ERG stone bite- PART AUX rain fall- IMPLIC.DIFF
‘The man bit the stone so the rain would fall.’

In (4a), the clauses have coreferential subjects, so the ‘sanrgheme is used in the
subordinate clause. In (4b), on the other hand, the subjects are disja@fdarence, and the
‘different’ morpheme is used.

Even in a language like English, which has no switch-referenansystibjects have a
special status in coordination and subordination. In coordinated clauses, if the sulijetis of
clauses are identical, the subject can be omitted in the secarse.clche object cannot be
involved in this kind of relation.

B) a Mati kissed Pnina and hugged Yoni. (=Mati hugged ¥#tina hugged Yoni)
b.  *Mati kissed Pnina and Yoni hugged. (intended reading: ... hugged Pnina)

More frequently discussed in the theoretical literature is the subbodirt@nstruction known

'An anonymous reviewer suggests that the data from SamoamrnC(1970) may be a counterexample.
Chapin observes that there is no subject/non-subject asymfoetypronoun with a reflexive interpretation; the only
condition is that the antecedent must precede the pronoun. Howe\adso notes that there are no distinct reflexive
pronouns in the language. Since the Samoan forms are simply undiffextat@phoric elements, there is no reason
to expect a restriction to subject.
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as control (or equi). In the control construction, the subordinate subgeatad (and modeled
as a special null nominal called PRO in the transformatiomatiire) if it is identical to an
element of the main clause. While the coreferential main cileseent need not be subject, the
subordinate clause element must be.

(6) a. They persuaded the starship captain [to kiss the alien woman].
b.  *They persuaded the alien woman [(for) the starship captain to kiss].
C. They persuaded the alien woman [to be kissed by the starship captain].

A similar construction is raisingin which an element which is a thematic (semantic) argument
of the subordinate clause is expressed as part of thechaase, in which it is not a thematic
argument. The only kind of subordinate-clause element which can keiraikies fashion is the

subject.

(7) a It seems [that lions eat zebras].
b. Lions seem [to eat zebras].
c
d

*Zebras seem [(for) lions to eat].
Zebras seem [to be eaten by lions].

Coordination, control, and raising are thus constructions in which the shiagespecial status.

Subjecthood interacts in various ways with long-distamt® dependencies. One of the
best known cases is the fact, originally observed in Keenan and Gofhéé7) classical study
of relative clauses, that subjects are more promdéHimovement cross-linguistically than other
elements. In English, paradoxically, subjects appear to be matantdowh-movement than
other elements of the clause: non-subjects can be extractedafrdause with an overt
complementizer while subjects cannot (that-trace effect).

8) a Pnina thinks that Yoni gave the ball to Gabi.
b.  *Who does Pnina think that gave the ball to Gabi?
c What does Pnina think that Yoni gave to Gabi?

d

Who does Pnina think that Yoni gave the ball to?

There are other subjecthood-related aspects to long-distance depeodestructions, to be
discussed in detail in Chapter 4.

There are other properties that are unique to subjects. For exanaplg languages
require every sentence to have a subject (either overt or coxeptpperty enshrined in
transformational theory’'s Extended Projection Principle (and aoasogrinciples in other
contemporary theories of syntax). Another property which has beembuithé transformation-
al model is that subjects often occupy a special “externaktstral position (e.g. outside of VP),
a position which provides them with structural prominence rel&iather arguments od the
verb. Subjects also have semantic and pragmatic prominence. For exsniycts are often
definite. They also take wide scope over other elements of the clause.

2Also known as matrix coding (Van Valin and LaPolla 1997).
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9 a A student didn’t take my coursa.t@kes wide scope over negation)
b. | didn’t see a student. (ambiguous)

Finally, the subject is usually the discourse topic.
We can summarize these subject properties in the following list..

(10) Agent argument in the active voice
Most likely covert/empty argument
The addressee of an imperative
Anaphoric prominence
Switch-reference systems
Shared argument in coordinated clauses
Controlled argument (PRO)
Raising
Extraction properties
Obligatory element
“External” structural position
Definiteness or wide scope
Discourse topic.

This catalog of propertiésepresents the reason for the continued interest in the rudture
subjects. There is no obvious pretheoretical reason for a singlerglefrihe sentence to have
all these properties; the fact that one does in many languages calls out fortexplana

1.2.2. Case and Subjects

To sharpen the conception of subject properties that we outlined in Wausreection,
we need to consider the relationship between subjecthood and morphologkiabm@aasé
and, to a lesser extent, agreement. Subjects in many languagealiaed with either no overt
Case marking or with the same Case marking that is useditatibrc forms, two situations we
can unify under the heading “unmarked Case.” This unmarked Case, oféemaomhinative, is
sometimes taken to be a defining property of subjects in Cas@gdanguages. However,
typological study has shown that this is an overly simplistic vighve situation. We will outline
the relevant facts in this section. Similarly, it is oftetestahat subjects have a special status in
terms of agreement. Here again, the facts appear to be morecatethIWe will return to the
guestion of Case and agreement in Chapter 3.

Since we need to be able to refer to clausal participants witbourhitting to their status

*Another construction which is often mentioned in the context ostipjoperties is Quantifier Float. While
the ability to launch floating quantifiers is limited to sulbgein some languages, it is clearly not true universally. We
suspect that Quantifier Float Is not a uniform syntactictcoction cross-linguistically, but will not attempt to account
for its properties here.

4l follow the tﬁpographical convention of capitalizing the d@ase This notation was introduced in early
Government/Binding theory as a device for disambiguating theéease a word which happens to have a wide-ranging
set of meanings: “l will follow the practice of capitatig ‘Case’ when itis used in the technical sense, to avoidsion
with informal use, as in ‘the unmarked case’, etc.” (Chomsky 188@r18). The distinction is a useful one; in fact,
taking Chomsky's own example, one wants to distinguish betweenahlweh case” (i.e. unmarked situation) and
“unmarked Case” (unmarked morphological form of a noun)irttisis spirit that the capitalization is being used here.
This notation has, over the Years, acquired an unfortunate sensingiidibing some abstract, theoretical notion of
Case from ordinary morphological Case. In the present study, Case sefenphological marking.
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as subjects and objects, we will follow much of the typologicatdture (see, for example,
Comrie 1978, 1989) in using the following terminology:

(11) Sole argument of intransitive verb: S
Agent-like argument of transitive: A
Patient-like argument of transitive: P (sometimes called O)

The most common (and most familiar) situation is one whenmedSAahave unmarked Case
(traditionally called nominative) and P has a marked Case {tmaaity called accusative). Such
a language is called nominative-accusative. In a nominative-aseusaiguage, the traditional
identification of S/A as “subject” and the hypothesis that subjeate the unmarked Case
coincide.

However, in some languages, it is the S and P that have unmarked & S/P
unmarked Case is usually called absolutive rather than nominatitaes kirtd of language, the
A has a marked Case which is called ergative. For this redsese tanguages are usually
referred to as ergative languages. As observed by Dixon (1994)yverigaiguages are found
almost everywhere around the globe, including many languages of Aau@glbal, Warlpiri,
Diyari, Yidin’, etc.), Eskimo languages (Inuit, Yupik), Basque, Georgian, Avar, Chukchee
Hindi-Urdu, Tongan, Samoan, and many othHers.

(12) Dyirbal (Dixon 1994)
a. Duma banaga-’n
father.ABS return- NFUT
‘Father returned.’
b. Duma yabu- ngu bura- n
father. ABS mother- ERG see- NFUT
‘Mother saw father.’

(13) Greenlandic Inuit (Marantz 1984)
a. Anut- ip arnaq taku- vaa.
man- ERG woman.ABS see- IND3sg3sg
‘The man saw the woman.’
b. Anut autlar-  puq.
man.ABS go.away- IND3sg
‘The man went away.’

°*Some of these (such as Dyirbal) are split ergative, meémngome types of NPs display an ergative pattern
and others a nominative-accusative pattern. Languages ofghédigve distinct ergative and accusative Cases, showing
that the marked Cases differ from each other. There are &sv languages (“three-way” languages) in which all NPs
are marked ergative in A function and accusative in P function. It has bemaealay Woolford (1997) that there are
also four-way languages, in which two distinct markings assipte for P. However, in the languages she brings as
examples, Nez Perce (in which the A may also be unmarkedKalkdtungu, one of these P Cases is unmarked
morphologically. Apparently she wants to distinguish unmarkedi® fitnmarked S (or A in Nez Perce) because
unmarked S and A trigger subject agreement (as does ergative A) whil&kadrRariggers no agreement. However,
while Case and agreement are both methods of identifying glaenants of verbs, there is no reason (outside of a
particular theory of Case and/or agreement) to expedigtsfiorward relation between head marking (agreement) and
dependent marking (Case).



(14) Basque (Bittner and Hale 1996a)

a. Miren- ek  ni jo n- au.
Miren- ERG me.ABS hit 1SG- have.3SG
‘Miren hit me.’

b. Miren erori d- a.

Miren.ABS fallen 3SG- be
‘Miren fell.’

(15) Avar (Mallinson and Blake 1981)
a. Ci v- ag?- ula.
man.ABS he- come- PRES
‘The man comes.’
b. Ekl- alda i v- at- ula.
mother- ERG man.ABS he- discover- PST
‘Mother discovers the man.’

The term “ergative language” is also generally used for lajggjauch as the Mayan languages,
in which there is no Case marking, but agreement groups S and P together as opposed to A.

(16) Tzotzil (Aissen 1983)

a. C- i bat.
ASP- 1ABS- go
‘I'm going.’

b. L- - S- ma.
ASP- 1ABS- 3ERG- hit
‘He hit me.’

C. Ta- 0- h- mabh.

ASP- 3ABS- 1ERG- hit
‘I'm going to hit him.’

On the other hand, some ergative languages, like Warlpiri, havéver@atse marking but
nominative-accusative agreement.

(17) Warlpiri (Simpson 1983)

a. Ngaju ka- rna parnka- mi.
ILABS PRES- 1sgSUBJ run- NPST
‘I am running.’
b Ngajulu- rlu  ka- rna- 0 nya- nyi  kurdu.
|- ERG PRES- 1sgSUBJ- 3sgOBJ see- NPST child.ABS
‘| see the child.’
C. Kurdu- ngku ka- #©- ju nya- nyi  ngaju.

child- ERG PRES- 3sgSUBJ- 1sgOBJ see- NPST I.ABS
‘The child sees me.’

As noted above, nominative-accusative languages are plausibly anahzating S/A
the subject, and associating subject status with unmarked Caseapteeunderstand ergative
languages would be to hypothesize that the absolutive argument, S/Bjeis instead of S/A.



8

But if P is subject in ergative languages, it should have sujeptrties. Investigation has
shown that things are not that simple. In some ergative languagbssBasque and Warlpiri,
the P argument of a transitive clause has no subject properti¢angoages of this kind, called
“morphologically ergative,” P is clearly not the subject. (For neeJeave it open whether S/A
is the subject in such languages, or whether such languages can be saidchtoshdoyect. We
will discuss one morphologically ergative language, Warlpiri, ingB#e6.) It is clear, however,
that in morphologically ergative languages unmarked Case canrsstidbe¢o be a subject
property. For other ergative languages, such as Dyirbal and Inuitctsplpeerties are split.
Some subject properties are properties of (S and) A, just aslister@ther subject properties
are S/P (absolutive) properties. So in some sense, A and P areubmtt-Bke in these
languages, but in different ways. Since the ergative Caseimgaskems to be in some sense
related to syntactic properties, these languages are saiddgnbactically ergative.” We will
return to syntactically ergative languages in the next section.

In another class of languages, the Philippine-type languages, amnelef the clause
can have unmarked Case (usually referred to as nominative); this vearked with an affix
designating one of its arguments as the nominative. The nominativealasiieferred to by
Philippinists as the topic, but as observed by Schachter (1976), itagopit in the sense that
the term is usually used in linguistits.

(18) Tagalog (Schachter 1987)

a. Mag- aalis ang tindero ng bigas sa sako para sa  babae.
ACT- take.out NOM storekeeper ACC rice DAT sack for DAT woman
‘The storekeeper will take some rice out of a/the sack for a/the woman.’

b. Aalis- in ng tindero ang bigas sa sako para sa babae.
take.out- DO ERG storekeeper NOM rice DAT sack for DAT woman
‘Althe storekeeper will take the rice out of a/the sack for a/the woman.’

C. Aalis- an ng tindero ng bigas ang sako para sa babae
take.out- IO ERG storekeeper ACC rice NOM sack for DAT woman
‘Althe storekeeper will take some rice out of the sack for a/the woman.’

d. Ipag- aalis ng tindero ng bigassa sakoang babae.
BEN- take.out ERG storekepper ACC rice DAT sack NOM woman
‘Althe storekeeper will take some rice out of a/the sack for the woman.’

e. Ipang- aalis ng tindero ng bigas sa sako ang sandok.
INS- take.out ERG storekepper ACC rice DAT sack NOM scoop
‘Althe storekeeper will take some rice out of a/the sack with the scoop.’

As with the term “ergative language,” the term “Philippine-tigrgguage” can also be used for
languages that lack Case marking but have a similar systaarkihg the verb to designate one
of the arguments as having a special status. These other Philiygpérianguages are typically
Western Austronesian languages not spoken in the Philippines, arad@ss extensive marking
system than the core case of Tagalog-type languages. Onersyadiga is Balinese, where the
specially designated argument is preverbal.

~ °The morphological Case marking for non-nominative A argumevitich is often glossed as genitive, we
consider to be ergative Case and gloss it accordingly. Verbal aspetcgisssed.



(19) Balinese (Arka 1998)

The same question can be asked for Philippine-type languages astémtisally ergative
languages concerning subjecthood, and as we will see in the neot et answers are similar
as well: the A has some subject properties, and the speciatipdisl (nominative) argument
has others.

Finally, there are languages in which S is not treated unifoindiead, agentive Ss are
Case-marked like A or trigger agreement like A and patiel@s/are Case-marked like P or

a.

Nyoman ejuk polisi.
Nyoman DO.arrest police
‘A policeman arrested Nyoman.’

Polisi ng- ejuk Nyoman.
police ACT- arrest Nyoman
‘A policeman arrested Nyoman.’

trigger agreement like P.

(20)

(21)

(22)

Manipuri (intransitive examples from Dixon 1994, transitive from Bhat and dtiriza
1997)
a.

dy- no celli

I- ERG ran

‘I ran.’

Jy sawwi

| got.angry

‘| got angry.’

Nwsit- o ce  clli.

wind- ERG paper carried

‘The wind carried away the paper.

)

Lakhota (Mallinson and Blake 1981)

a.

Wa- .

1sgAGT- arrive

‘| arrived.’

Ma- sica.
1sgPAT- bad

‘I am bad.’

Ma- ya- kte.
1sgPAT- 2sgAGT- kill
‘You kill me.’

Acehnese (Durie 1985)

a.

Gopnyan ka= geu=

‘He went to market.’
Gopnyan sak= geuh.
he sick 3.PAT
‘He is sick.’

jak u= keude.
he already 3.AGT go to market
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C. Ji= kap= keuh.
3.AGT bite 2.PAT
‘It'll bite you.’

These are often called active languages. It has been cldmaedoncepts like “subject” are
irrelevant in active languages, because the realization and pespédrguments are determined
on the basis of thematic roles. We will refer to these languagessionally as “no-subject”
languages. A theory of subjecthood must address the question of whethejewbdanguages
truly lack subjects, and, if it is determined that they do not, whyappear to exhibit different
properties from other types of languages. It is insufficienttplsideal with languages that have
one or two elements with subject properties. We will return to naesulapguages in Chapter 6.

1.2.3. Second Approximation

The subject properties in (10) can be motivated for a wide rangegifdges, including
nominative-accusative languages and possibly at least some nogipaly ergative languages.
We will henceforth refer to these as “uniform subject languagdswever, as alluded to in the
previous section, the situation is more complicated in syntactergétive and Philippine-type
languages. In these languages, which we will call “mixed sulbj@ciuages”, the subject
properties are divided between two elements.

For example, consider West Greenlandic Inuit, a syntactieathative language
exemplified in (13, 10) above. The antecedent of a possessive retlarifse S or A (i.e. subject
in the familiar sense) but not P (the Inuit examples in this section from Manning 1996).

(23) a. Ataata- ni Juuna- p tatig(i- v)aa.
father- REFL.POSS Juuna- ERG trust- IND.TR.3SG.3SG
‘Juuna trusts hisfather.’

b. Aani illu- mi- nut ingerla- vo- g.
Anne house- REFL.POSS- DAT go- IND.INTR- 3SG
‘Anne is going to her house.’

c./ *Anaana- mi Piita nagligi- jga.

mother- REFL.POSS(ERG) Piita love- 3SG.3SG
‘His; mother loves Piitd

In control constructions, the controllee is S or A, not P.

(24) a. Miiggat [Juuna ikiu- ssa- Ilu- gu] niriursui- pp- u- t.
children Juuna help- FUT- INF- 3SG promise- IND- INTR- 3PL
‘The children promised to help Juuna.’
b. Miiggat [qiti- ssa- llu- tik] niriursui- pp-  u- t.
children dance- FUT- INF- REFL.PL promise- IND- INTR- 3PL
‘The children promised to dance.’

On the other hand, the P is accessible to extraction (in retddivees), as is the S. The Ais not.

"This example is from the closely related language Inuktitut, spoken in Canada.
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(25) a. nanuq [Piita- p tuqu- ta- a]

polar.bear Peter- ERG kill- TR.PART- 3SG
‘a polar bear that Peter killed’

b. miiraq [kamat- tu- o]
child angry- REL.INTR- SG
‘the child who is angry’

C. *angut [aallaat tigu- sima- sa- a]
man gun take- PERF- REL.TR- 3SG
‘the man who took the gun’

As discussed by Bittner (1994), the S and P arguments obligatddywisle scope over
sentential operators such as negation, while the A need not.

(26) a. Atuartu- p  ataasi- p Juuna ugalugatigi- sima- nngi- la- a.

student- ERG one- ERG Juuna talk.to- PERF- NEG- IND- 3SG.3SG
() ‘No student has talked to Juuna (yet).’
(i) ‘One student hasn'’t talked to Juuna (yet).’

b. Atuagaq ataasiq tikis- sima- nngi- la- q.
book one come- PERF- NEG- IND- 3SG
‘One book hasn’t come (yet).’

C. Juuna- p atuagag ataasiq tigu- sima- nngi- la- a.
Juuna- ERG book one get- PERF- NEG- IND- 3SG3SG
‘There is a book which Juuna hasn't got (yet).’

Thus, Inuit displays a split in subject properties, with some, asghdh, as properties of the S
and A arguments, and others as properties of the S and P arguments.

Another language which exhibits a split in subject propertiegjaldg, as first observed
in the seminal study of Schachter (1976). Tagalog is a Philippinektypiage, and is
exemplified above in (18). Here the splitis between those subpgenies which are properties
of the S or A regardless of verbal morphology and those which are fieséithe nominative.
As the examples in (18) show, the A argument (thematically Agematses like this, where the
verb takes an Agent argument) is the nominative when the verb hasainative marking;
otherwise it is marked with what we are glossing as ergé&@ge. S arguments involve the same
markings as A arguments. The A argument is the one that cas attecedent for reflexives in
Tagalog.

(27) (Schachter 1976)

a. Sinakt- an ng babae ang kaniyang sarili.
hurt- 10 ERG woman NOM her self
‘AIThe woman hurt herself.’

b. Iniisip nila ang kanilang sarili.
think.about.DO they.ERG NOM their self
‘They think about themselves.’

C. Nag- iisip sila sa kanilang sarili.
ACT- think.about they.NOM DAT their self
‘They think about themselves.’
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The A is the addressee of an imperative, regardless of nominativity.

(28) (Schachter 1987)
a. Mag- alis ka ng bigas sa  sako.
ACT.INF- take.out you.NOM ACC rice DAT sack
‘Take some rice out of the/a sack.’
b. Basah- in mo nga ang libro- ng ito.
read- DO.INF you.ERG please NOM book- LNK this
‘Please read this book.’

On the other hand, it is the nominative that is accessible to extraction.

(29) (Guilfoyle, Hung, and Travis 1992)

a. Sino ang bumili ng damit para sa bata?
who COMP ACT.bought ACC dress for DAT child
b. *Sino ang binili para sa bata’ ang damit?
who COMP DO.bought for DAT child NOM dress
C. *Sino ang ibinili ng damit ang bata'?

who COMP BEN.bought ACC dress NOM child
‘Who bought the dress for the child?’

(30) a. *Ano ang bumili para sa bata ang tao?
what COMP ACT.bought for DAT child NOM man
b. Ano ang binili ng tao para sa bata?
what COMP DO.bought ERG man for DAT child
C. *Ano ang ibinili ng tao ang bata?

what COMP BEN.bought ERG man NOM child
‘What was bought for the child by the man?’

(31) a. *Sino ang bumili ng damit ang tao?
who COMP ACT.bought ACC dress NOM man

b. *Sino ang binili ng tao ang damit?
who COMP DO.bought ERG man NOM dress

C. Sino ang ibinili ng tao ng damit?

who COMP BEN.bought ERG man ACC dress
‘Who was bought the dress (for) by the man?’

The nominative is also the argument that undergoes Raising.

(32) (Kroeger 1993)
a. Pinang- aakalaan si Fidel [na makakagawa

IMPERF- think.IO NOM Fidel COMP ACT.NONVOL.FUT.do

ng mabute].

ACC good
‘Fidel is thought to be able to do something good.’
b. Malapit na Si Manuel [na hulihin  ng

STAT.close already NOM Manuel COMP catch.DO ERG police

‘Manuel is about to be arrested by the police.’
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And, as shown by the translations of (18), the nominative is interpreted as definite.

Inuit and Tagalog are thus mixed-subject languages, Inuit exemglifye syntactically
ergative subclass, and Tagalog the Philippine-type subclass. A sutheyitérature on these
types of languages reveals that the split in subject properties in mixedtdabgages is not
random. Rather, it transpires that the set of subject propertidsecaniversally divided into
what we can call Type 1 properties and Type 2 properties.

(33) a. Type 1 subject properties (S/A)
Agent argument in the active voice
Most likely covert/empty argument
The addressee of an imperative
Anaphoric prominence
Switch-reference systems
Controlled argument (PRO) (in some languages)
Discourse topic

b. Type 2 subject properties
(S/P in syntactically ergative languages; nominatiitilippine-type languages)
Shared argument in coordinated clauses
Controlled argument (PRO) (in some languages)
Raising
Extraction properties
Obligatory element
“External” structural position
Definiteness or wide scope

In other words, the split in subject properties in mixed-subject |gagua systematic. A theory
of subjects thus needs to explain not only why subjects have the progestielo, but also why
they split in this way in mixed-subject languages.

1.3. On Explanation
1.3.1. General Considerations

In order to develop an explanatory theory of subjects, we needttddtesmine what
kind of entity a subject is. In the history of contemporary theotetycdax, several approaches
have been taken. In this section, we discuss the three primary. \&elject as structural
position, subject as grammatical relation, and subject as gracahfatiction® We show that
the last of these is the most promising approach in which to devekptmnatory theory of
subjects.

1.3.2. Subject as Structural Position
What is probably the leading view of subjects in formalist syigake one which is
standard in transformational theory. Under such an approach, what distesysigjects from

80f course, the term “subject” has also been used outside aksgither as a semantic function or a discourse
pragmatic function. While there are interesting relationshipygd®a subject in the syntactic sense and subject in these
other senses, and we will discuss these, our primary interest is in subjegnhéscéic notion.



14

objects is their position in constituent structure. Objects, like atigements of the verb, occupy
a structural position in the verb’s “domain”: VP of, depending on the exact version of the
theory. The subject, on the other hand, occupies a unique structural positide oitse verb’'s
domain: under S, in specifier of IP, or in specifier of VP, dependinigeoprecise implementa-
tion. Schematically:

subject ﬂ\

Vv object other arguments

(34)

It is by virtue of properties stipulated for this special strattposition that subjects have their
unique characteristics.

Consider, for example, the structural explanation of why only subgerisraise
(Chomsky 1981, 2006)Subjects, by virtue of their special structural position, have @Gese
assigned/checked by Infl/Tense (which is assumed to occupy a sthpasition as the head of
an IP/TP which takes VP as its complement) rather than by theepending on the version
of the theory, the Case-checking domain is defined either in terthe sfructural relation of
government (1981) or in terms of the SPEC-head relation (2000). Theehdg# element in a
raising infinitive (o in English) is stipulated to be defective in some way, thus prexgghfrom
assigning/checking the subject’s Case. In the 1981version of the tlieosgme defectiveness
was attributed to the superficially identical Infl of equi (contiofinitives, but in the 2000
version the Tense of an equi infinitive assigns/checks a specibeCamé” which, by stipulation,
can only be carried by PRO. The subject of the raising infinitimea® in order to have its Case
checked (or to have Case assigned to it). Since other eleofethis clause are not in the
government/checking domain of Infl/Tense (but rather of the verb), @lasies are assigned/
checked in raising clauses the same way as in other clauseTiips, the subject moves out of
its clause while other arguments do not.

Structural accounts of subjecthood are claimed to be explanatog(ta®82) because
they do not directly attribute properties to an entity callethject.” Instead, these allegedly
independent structural properties result in the subject having celn@iacteristics. However,
there is a circularity to this kind of argumentation. The speypakrnment properties of
infinitival to (or their Minimalist equivalents), the null Case carried by PR., are stipulated
because they are needed to explain various facts about subjegthatieeno independent
justification. Since these structural properties are hypothesizedér to account for the facts,
it cannot be said that they explain the facts.

Constituent-structure—based approaches to subjecthood are also oftenodatjvait

~ °While many of the details differ, the approaches of Govemidmding theory ﬁChomsky 1981) and the
Minimalist Program (Chomsky 2000) are fundamentally the safme discussion here includes both: the analysis in
terms of Infl and Case assignment is GB; Tense and Case checking are MP.

19f anything, the situation is worse for the earlier accofi®RO, under which it is simultaneously a pronoun
and a reflexive (“anaphor”). PRO does not have any reflexkesplioperties—in particular, it need not have a syntactic
antecedent. Arbitrary PRO, which has no antecedent, is an obvious probew fbeory that claims a reflexive-like
status for PRO. Even when not arbitrary, PRO can, under ceotaditions, have discourse antecedents. This analysis,
w_hicr|1 was once trumpeted as the paradigm example of the expjapautar of GB theory, is completely arbitrary and
stipulative.
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multistratal. While it is not clear that this is a neceggmoperty of such approaches, it does
represent the major school of thought. As discussed by McCloskey)(1®9Wultistratal
constituent-based approach treats subjects not in terms of astingtaral position, but rather
as a derivationally linked series of such positions. The machinguyred to produce the
movements of the subject-to-be tends to be rather arcane. We will return to this ier Chapt

Another problem, often downplayed (or perhaps misunderstood) by proponents of a
structural approach (e.g. Baker 1997), is that the proposed strischotappropriate for all
languages. There are languages, often referred to as non-cordigalrEnguages, in which the
subject and object appear to be sisters, and thus not distinguighabtes of constituent-
structure position. In fact, as discussed for Warlpiri by Simpson (1894 )Wambaya by
Nordlinger (1998), there is evidence against the verb+object constiidentjuages which put
the auxiliary in second position, after a single arbitrary initiastituent. The putative VP in
such languages does not count as a first constituent, casting doulits existencé:
Nevertheless, such languages display subject propertias jusich as configurational languages
do.

Finally, it is not really true that structuralist accounts dattobute any properties to an
entity called “subject.” The external position is such a propertceSstructural theories of
subjecthood define the subject by its external position (going sasftr call it an “external
argument”), the external position is stipulated and not explaineds Nexiplained by claiming,
as Chomsky (1995) does, that the Agent role is assigned not by thesgtiwit by a light verb
v which takes the main VP as its complement. This simply chahgedomain in which the
explanation is required. The same is true of theories based on theptctmat the VP is a
syntactic predicate which must take an argument (e.g. Willl@84); the predicate status of the
VP is a stipulated property which is itself in need of explanation.

Thus, despite its leading position in formalist work, we reject the notisnljpéct as a
structural position. The rhetoric of explanation that often accompamessitions of the
structural approach is not matched by its actual achievements.

1.3.3. Subject as Grammatical Relation

An alternative view of subjecthood sees it as a grammatiadilbre a relation which is
relevant to the syntax (taking “grammatical” here to meantagfic”). This view is most clearly
represented by Relational Grammar, in which it is further @édithat grammatical relations like
subject are primitive concepts of syntactic theory. We willlafgere that this approach is also
not a promising one for explaining the properties of subjects.

What does it mean to say that “subject” is a “grammateadation”? Taken literally, it
means that it is some sort of relationship relevant to the syntase @leemany such relations.
For example, c-command is a grammatical relation, a relaievemt to the syntax. Johnson and
Postal (1980) consider linear precedence to be a grammatitainrela par with such relations
as subject. It is unclear what is gained by calling subjecammatical relation. That it is a

HAttempts have been made in the structurally-oriented litersdwtiscover indirect arguments for VP in non-
configurational languages; one recent exam})Ie is Legate (2001) on Wanpidally, these studies demonstrate that
non-configurational languages have subject/non-subject asymsriatdeme area of the grammar, such as anaphora,
and then ar?ue that such asymmetries require a VP node. eiowes argumentation is circular: nobody denies the
existence of subject/non-subject asymmetries—the disagreement lroawvbest to express them formally. Since the
basic intuition behind constituent structure is that sentencesuilteout of hierarchically arran%ed “pieces”
(constituents), what is missing is direct evidence for thea¥R “piece” of structure. While it Is true that absence of
evidence is not evidence of absence, the absence of such eviddrebtérdture, despite the theoretical importance
of demonstrating that non-configurational languages have a VP, is, to my igiificant.
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grammatical relation is clear: the question is what is the nature of tlierrela

This vagueness of the concept “grammatical relation” does not reflect tiaé @t of
the concept. In practice, grammatical relations are identifiedhbyr properties. Much
argumentation in Relational Grammar consists of argumentsnfanalysis in terms of
multistratal relational networks on the basis of splits in gratival relation related properties.
In one such study, Perimutter (1984) argues against monostratal acf@assivization on the
grounds that what are claimed to be properties of subjects saseippear as properties of
elements which are not surface subjects. For example, in Russian the antecadefiexife
in a passive clause can be either the Patient (the “derivedtfacs subject) or the Agent (the
deep subject; passivedaheur in RG terminology).

(35) a. Rebengk byl otpravien k svoim roditeljam.
child.NOM was sent to REFL.GEN parents
‘The child was sent to his (self’s) parents.’
b. Eta kniga byla kuplena Borisom dlja sebja
this book.NOM was bought Boris.INSTR for REFL
‘This book was bought by Boris for himself.’

He argues on this basis that both the Agent and the Patient mgsibjeets (1s in RG
terminology), and therefore a multistratal theory of subjecthood (grassivization) is needed.
A passive sentence such as (36a) is analyzed as having the segfugraanmatical relations
represented by the stratal diagram (36b).

(36) a. The sandwich was eaten by the student.

Lo

the sandwich was eaten by the student

b.

Nowhere does Perlmutter explain why the antecedent of a reflexive ndeslhie subject; he
simply assumes that this is a property which identifies subjects in Rusdian.p@iperties of
subjects (and other grammatical relations) are treatedasiyniSince splits in properties are
common, this kind of approach to notions like subject seems to lead inydaabultistratal
analyses.

Treating grammatical relations as being essentially defayetheir properties is not
limited to Relational Grammar, but is in fact found widely. Tihjdor example, the approach
of Role and Reference Grammar (RRG), as presented in Vam afali LaPolla (1997). Van
Valin and LaPolla identify grammatical relations with whattoall “restricted neutralizations”
of semantic and pragmatic relations. In their view, a gramaiaétation can only be motivated
for a particular language if there is some set of elembatsannot be defined in semantic or
pragmatic terms which displays some property. They use this view of gramimeltitions to
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argue that grammatical relations are not universal. Since,iirvibe, semantic and pragmatic
relations are needed independently, grammatical relations arentmked only as a last resort.
Grammatical relations like subject are thus no more than adusterthgs of construction-based
properties.

A different, but equally problematic, implementation of the grarmaktrelations
approach is that of Palmer (1994). Palmer takes the position thatidgeproperties differ in
nominative-accusative languages and in ergative languages, thgpesodf languages use
different sets of grammatical relations: subject and objesbminative-accusative languages
and ergative and absolutive in ergative languages. While this maseld for a preliminary
description of the facts, it does not hold any possibility of explaitiegcross-linguistic
properties of subjects.

The inadequacy of the grammatical relations approach has beshiméhe structural
literature*? For example, Marantz (1982) notes that undefined graroahediations cannot serve
as a basis for explaining properties such as the subject prodestiessed earlier in this chapter.
At best, properties of this kind need to be stipulated as part of Jalv@rammar. In a similar
vein, Williams (1984) notes that, in the absence of some definitional advératibn of what
makes subjects different from other elements in the clausayltfecgnon-subject distinction
is no different from any other arbitrary distinction (such as istlmbject/non-indirect object).
Given that subjects display an impressive list of unique propettiegrammatical relations
approach is flawed.

It should be clear that the notion of grammatical relation, under any impldémenis
not a fruitful one for explaining the properties of subjects. If “sttbjmeans “entity with some
subset of subject properties,” there can be no explanation why suigeetthe properties they
do. The problem is even worse than that faced by the struepyvebach. For the structural
approach, the external position of the subject is a defining, and thuisitsd, property. For the
grammatical relations approach, all properties are stipulated as definsgpibet.

1.3.4. Subject as Grammatical Function

There is a third way to approach the nature of subjects, whickillvefer to as the
grammatical function approach. It is based on the idea that ataystagcture is defined both
in terms of the constituents of which it is composed and the function(a)rpose(s), they serve
in the structure. For example, the italicized element of the sente(8éa) serves both of the
functions listed in (37b); the names we will give these functions are listed inlpesest

37) a. Whatdid you put on the shelf?
b. introducing a new element into the discoursec(9
expressing the Theme argument of the yrt{0BJ)

At the level of constituent structurehatwill be a DP in the specifier position of the matrix CP.
However, the representation of the functionality of elements iretitersce, functional structure,
will show thatwhathas the two functions noted above:

_ ’These studies usually confuse grammatical relations, as sksthere, with grammatical functions, to be
discussed in the next section. They therefore incorrectit@kearguments to apply against the approach of Lexical-
Functional Grammar, and to support a structural account.
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Constituent structure and functional structure are parallel linguegiresentations, related to
each other by universally-constrained language-specific rulespgfinga Other dimensions of
language (pragmatic, thematic, phonological, morphological, and so ohewébresented by
other types of representations, each with its own vocabulary, geometry, and primitives

Although it is often supposed that “grammatical function” is synumys with
“grammatical relation,” there is a significant differenbetween them. As we have seen,
grammatical relations are, by their very nature, unexplanatogymm@atical relations have no
inherent properties, and therefore all of their properties areaouiGrammatical functions are
something quite different: they are the purposes that granahatements serve. Properly
understood, the functions that elements have are the basis for theitipsoffeve can properly
identify the functions, the properties should follow.

Grammatical functions differ from grammatical relationadts that the former are
necessarily monostratal. We have seen that one element can havéharmone function;
however, it is incoherent to say that two elements have the farction at different strata of
representation. Consider the passive sentence in (36) again. Undeltiskeatal analysis, both
the sandwiclandthe studenare subjects. This may be an appropriate analysis under a property-
driven grammatical relations approach, if it can be shown that piepénat are typical of
subjects in the language are shared by the two nominals. However, thesamimals clearly
do not have the same function in the sentence: they express diffieremtents of the verb. If
subjecthood is defined in functional terms, it is incoherent to spelaé&s# two elements as both
being subjects. They must have different functions. (Note, thought thatossible, as in the
case of adjuncts, for more than one entity to have a particulardonbtit simultaneously, not
at different strata.) Where we find a split in properties, veglne determine why the properties
split the way they do, not propose multiple strata of the sameawatoal function and imagine
that we have accounted for something.

This kind of approach to explanation in syntax requires us to breakttievaommon
arbitrary distinction between “formal” and “functional” approactwethe study of language. Like
Jackendoff (1997, 2002), it rejects the syntactocentric approach to lartgpege of much
formalist theorizing. It is based rather on the idea that foandl functional properties of
language coexist. Language has formal structures which serve vamatisris. Among these
functions, in addition to the familiar discourse-based functions, arengaéical functions, which
are functions within the formal syntactic system. The formaktlaadunctional are inextricably
intertwined, and explanations of linguistic phenomena will often involveotimeal properties
of functions.

This kind of approach also requires us to adopt a parallel-architapjnm@ach to syntax,
as structure and function are distinct modular aspects of syntactic reptiese As discussed
extensively by Jackendoff (2002), parallel architecture holds humedoastages over other
potential theoretical architectures for language. One of the most imppdiats for us is that
parallel architecture, because it involves relations of correspontietween formally distinct
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dimensions, will necessarily involve imperfect correspondence andgiocah mismatches
between levels. (A similar point is made by Bresnan 2001.) The' ‘©udiracter of subject
universals, noted in the citation from Andrews (1985) earlier in li@ipter, will emerge as being
largely the result of imperfect correspondence between levels.

Under the grammatical function approach we will pursue here, spiggrties are not
stipulations about the nature of subjects, as in the grammatiegilons approach, nor a
consequence of a series of interconnected stipulations about struetat@ns, as in the
structural approach. Instead, subjects will be defined (or chamseterin terms of their
function(s), and the properties will be derived from the function¢spdrties like anteceding
reflexives and having an external structural position are not préwitoperties under this view.
They are observations in need of explanation, and the explanatibrtomke from an
understanding of the function(s) of subjects.

1.4. The Formal Framework

The subject-as-grammatical-function approach, and the consequent romxeal- f
functional conceptualization of syntax, is most typical of the thisatdtamework of Lexical-
Functional Grammar (LFG), a theoretical framework originallyettgped by Joan Bresnan and
Ron Kaplan in the late 1970s, and described in Bresnan (2001), Falk (2001),liamap2a
(2001). The formal portions of the present study will therefore beheauio the notation and
terminology of LFG. In this section, we will outline most of the aspects dffk&formalism
which will be relevant in this study. We will not relate to subjecthood-relatedsissue.

LFG is based on a parallel-architecture model of language, ilnwbitstituent structure
and grammatical functions are represented as distinct dimensitinguwsétic structure. The
functional structure in (38) is a simplified version of the fdrbBG representation of
grammatical functions: the f-structure. F-structure is anbaitie-value matrix” (AVM), a table-
like representation of “attributes” (grammatical functions araignatical features) and their
values.

(39) [ATTRIBUTEL VALUE1
ATTRIBUTEZ2 VALUE 2
ATTRIBUTE3 VALUE 3
ATTRIBUTE4 VALUE 4

As we have done in (38), where the internal structure of an f-structure elementpsant)
an orthographic representation of the element enclosed in double qudbesusaa. This is the
f-structure equivalent of a constituent structure triangle.

Unlike in structurally-based theories, the structure-function mapigirigken to be
defined by language-specific constraints (albeit constrained bersai principles; Bresnan
2001). Itis these constraints which form the heart of the descrgmwer of LFG. Consider the
c-structure and f-structure of the sentence (40a).

(40) a. The baby will put a book on the shelf.
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OBJ PRED ‘shelf’
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Elements of the c-structure and elements of the f-structuiia areelation of correspondence
with each other. The correspondence function mapping from c-structesgticture is usually
called, and the mapping relation from f-structure to c-structure is its inuprse,

The DPthe babycorresponds to a functional element which is the value of the agtribut
suBJ while the DRa bookcorresponds to a functional element which is the value of the agtribut
oBJ. Or, informally,the babyis thesuBianda bookis theoBJ. This is becausthe babyis a
daughter of the IP node aadbookis a daughter of the VP node, and the grammar of English
associates each of these structural positions with a partgral@matical function. Similarly,
the PP under VP is associated with an oblique argument function. Cafik&tuent-structure—
based theories, these associations of structural positions witlmgtaral functions are not
assumed to be universal; this allows for languages with diffassaiciations between structure
and function, as in non-configurational languages

The grammar of English therefore must include constraints of the following fature:

3All c-structure positions are optional, including structural hellilssing heads in LFG correspond roughly
to empty heads in transformational theory.
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(41) a. An IP node may dominate a DP, which functions as the valueatfribatesusJ
in the f-structure of the IP, and/or a head |

b. A VP node may dominate any or all of: a head V, a DP which fursctierthe
value of the attributeBJin the f-structure of the VP, a PP which functions as the
value of the attributeBL in the f-structure of the VB, etc.

The formal expression of constraints licensing c-structure coafigus has traditionally been
the phrase structure rule. In LFG, this is enriched by addingidmattannotations to the
elements on the right-hand side of the phrase structure rule. Thegatans use the symbols
1, indicating the f-structure corresponding to the mother node},andicating the f-structure
corresponding to the daughter ndtlEor example, the DP daughter of IP will be annotated with
the functional constraint (42a), which means (42b), or, more precisely (42c).

(42) a. (suBj)= 4

b. The f-structure corresponding to the mother node (IP) includesribatatusa
The value of this attribute is the f-structure corresponding to tinghtier node
(DP).

C. The f-structure corresponding to the mother node (IP) includegribatasusa

There is also an f-structure corresponding to the daughter node (@®rsing

a path through the f-structure from the f-structure correspondirg tmbther
node through the attributaBJleads to the same f-structure element as (i.e. is
eqgual to) the f-structure corresponding to the daughter node.

Similarly, a head, lik€'|lis annotated (43), which expresses part of what is meant by “head.”
(43) a. T=1
b. The f-structure corresponding to the mother node (IP) is identical (equal) to the
f-structure corresponding to the daughter noQe (I

The full formal version of (41) is thus (44).

(44) a. P - DP I
(Tsusy =l T={

b. VP » V DP PP
T=l (ToBy=4 (T oBy=4

As shown in (42c), the parenthesized expressions formally exprassipaiugh the f-structure.

~ “Oblique arguments are more coméalicate_d than suggested bK_ttﬁ&j[elniaation, since the exact oblique
;ulrlu%tlon (?oal, enefactive, locative, etc.) is determined bptlposition. This is irrelevant for the present study. The
ull forma

expression can be found in the standard LFG references mentionebegitivéng of this section.

The symbols® and! are technically defined in terms of themapping function: if the current node of the
tree is represented Byand each of the surrounding nodes is r%[)resented by an arrowhead pointing in theagppropr
direction of the tree (i.e. the mother nodé, ithe left sister is=, and the right sister is), | is ¢(*) andT is $p(%). For
more on the technical details of the formalism, see Dalrymple (2001).
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We will return to this in Chapters 3 and 4.
Functional constraints also appear in lexical entries. For exatheliexical entry of the
word babyincludes the following constraints:

(45) (T PRED) = ‘baby’
(T NUM) = sG

ThepPReDfeature is a representation of the meaningfulness of syntactic elemieictsjswone
aspect of their functionality. For most lexical items, the valfi¢his feature is an atomic
expression, conventionally represented as the word in single quaiesuRs have a special
value for theeREDfeature, PRG. In the case of argument-taking predicates, the value eRibe
feature includes a specification of the arguments selectedeXiballentries of forms of the verb
put for example, include:

(46) (T PreD) = ‘put (T suB)(T oBJ)(T OBL,.))’

The list of selected arguments is a projection of the verb’s argument strweeuwill discuss
some aspects of LFG’s theory of argument structure in Chapter 2.ifilthe specification of
each argument function is a formal indication that the argumergsbauocal: th@BsJ of put
must be irput's local f-structure, while thesiof onmust be iron's local f-structure. In general,
each of the argument functions specified in the value afrRERfeature must be present in the
local f-structure. The principle that specifies this is chitke Completeness Condition.
Conversely, the principle that disallows other (unlicensed) argument funcoomsippearing
is called the Coherence Condition. Taken together, the Completenessemndr€e Conditions
enforce the selectional properties of the predicate, and corresporukiamiely to the
® Criterion of Government/Binding theory.

In addition to argument functions, LFG hypothesizes adjunct functions (primasjly
and grammaticized discourse functions (suchassandTorIC).’® These elements are not
selected, but must still be licensed as specified in an exterfdiom Coherence Condition. The
Extended Coherence Condition requires adjuncts to modify meaningfonémi® For the
grammaticized discourse functions, the Extended Coherence Condition speatfesytitem
bearing one of those functions must also bear an argument or adjunicirfuiRct example, in
our example (38) the same item that bearsrtheus function also bears the argumes)
function. An element that bears only #tmcusfunction is ruled out by the Extended Coherence
Condition.

The f-structure in (38) is more standardly drawn as follows:

5The grammaticized discourse functions should not be cahfugiean actual representation of such properties
as topicality and focushood at the level of information stinec The grammaticized discourse functions are present only
when topicality and focushood are expressed syntactically, and theyedeel to information structure concepts such
as new Information, givenness, and the like through mapping principles.
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(47) [Focus [“what” ]
TENSE  PAST ]\
suB)  [“you”]

PRED ‘put <(T sus)(T OBW>

OBJ
OBL

Loc

[“on the shelf ]

Here, a curved line is used to show that one element has twoedifffunctions (or, more
formally, is the value of two different attributes). It is maseful than the bracket we used
informally earlier, as it can be used when the two functions are in two differasesla

Formalism in linguistics provides a way to express descripénermglizations precisely.
In addition, if the formalism is well designed, properties of the formalemtltemselves turn
out to be part of the explanation of linguistic phenomena.

1.5. A Look Ahead

This book can be seen as a case study of the concept of grammatitahfyras well
as an attempt to understand subjects. The analysis to be proposedtiemnbdeas which have
their origin in the work of Schachter (1976), Dixon (1994), and others. Wenpose that
subjects in familiar uniform-subject languages have two distimctions: the expression of the
most prominent argument of the ved¥) and the singling out of a particular clausal actant to
be the element of cross-clausal continutty (or pivot). These two functions, both of which are
syntactic functions represented at f-structure, will be disduss€hapters 2 and 3. These
functions are dissociated in mixed-subject languages, resultifte ifptedictable) split of
properties that these languages display.

Chapters 4 and 5 will focus on two families of subject-sensttbrestructions: long
distance dependencies and control constructions, respectively. Wieomilhe®w the proposed
theory of subjecthood, combined with aspects of the LFG formalism jiexpiee properties of
these constructions. Chapter 6 will then turn to the no-subject laegyuagd discuss the
presence of each of these two grammatical functions in such languages.

The theory of subjects proposed here differs in important respacisife previous LFG
analysis of subjects: that of Manning (1996). In Manning’s theorye tiseone grammatical
function, called eithesusJor PIVOT. This function is characterized as an argument function,
unlike the characterization of thes function in the present study. Manning has no direct analog
of the GF function to be proposed here, considering @urelated properties to be based on
argument structure. The theory proposed here also contrasts with furistiandltypological
characterizations of the pivot function (e.g. Dixon 1994, Van Valin and LaP28ig), in that
we view pivothood as a language-wide function rather than construgigaifis. We will
contrast our account with Manning’'s and functionalist-typological appesathroughout the
book, and especially in Chapter 7. Chapter 7 will also discuss stilychased theories; it will
argue that, despite the conceptual elements shared by all thesesthéhe implementation
proposed here is superior.
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CHAPTER 2

MOST PROMINENT ARGUMENT

2.1. Argumenthood

The subject is generally considered to be an argument. This is GBZMP, where the
subject is characterized as the “external argument.alisis true in RG, where the relation 1
(subject) is a Term Relation, and LFG, wheusJis an argument function. In this chapter, we
will examine the notion of subject as argument function. We wiltrd@he exactly what is
meant by that concept, and we will see what properties followesu# of characterizing the
subject in those terms. We will also contrast the approach takemwtierthat of such works as
Manning (1996).

2.1.1. First Approximation

It is well established that (at least in the uniform-subggjliages) there is a standard
mapping from thematic roles to grammatical functions. A canotr@asitive verb takes two
arguments, one of which performs an action which affects the. @amantically, following
current terminology, these can be characterized as Agent and Patiemtill(8&y more about
thisin §2.1.2.) These two semantic arguments are unifer@apped into syntactic (grammatical)
argument functions. Traditionally, the function that expresses Agecatied “subject” $uBJ))
and the one that expresses Patients is called “objest). (n many languages, there can be
additional Patient-like arguments realized as “secondary objectsgstricted objects"dBR
or oBy},). Finally, additional nominal arguments are marked (generallydpogitions or Case)
to indicate the thematic role explicitly; these are called obligo®s,). With the exception of
the division of labor betweepBiandoBX (discussed in Dryer 1986), the syntactic realizations
of semantic arguments of canonical transitive verbs is theisatheniform-subject languages.

Q) a English
The teacher (AgerslB) put the book (PatierdBJ) on the shelf (LocationBL).

b. Hebrew
Ha- more sam et ha- sefer al ha- madaf.
the- teacher put ACC the- book on the- shelf
AgentsuUBJ PatientbBJ LocationbBsL
‘The teacher put the book on the shelf.’

C. Latin (Palmer 1994)
Puer hominem planxit.
boy.NOM man.ACC hit
AgentkuBJ PatientbBJ
‘The boy hit the man.’

Given the foregoing, we can propose our first, provisional charadtenzdithe function
of suBl

25
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(2) Thesusuis the element with the function of expressing the Agent argument.

Appealing though it may appear, this characterization is problernath conceptually and
empirically. It is conceptually problematic because it stipulatesrhitrary relation between a
specific thematic role and a specific grammatical functiapugttion of this kind is inherently
unexplanatory: the goal should be to explain the relationship betdgenthood and
subjecthood, not to stipulate it. To put it slightly differently, stipulation of a relationship
between a specific thematic role and a specific gramméticetion is simply a restatement of
the problem. Empirically, this characterization is too simpleifost languages. Some languages
allow Agents to appear as what has been argued to be objectirsteatél construction. Note
the following example from Norwegian; it is argued dtup (2000) that the Agent has the
grammatical function obBJ.

(3) Det lekte noen barn I gresset.
it play.PST some children in grass.DEF
‘Some kids played in the grass.’
(Literally: ‘There played some kids in the grass.’)

More crucially, in most languages the sole argument of an intikenisi expressed syntactically
as suBJ regardless of its thematic role. For example, in English, whelbgects have an
unmarked preverbal position, take nominative Case forms, undergagRaisd so forth, the sole
argument of an intransitive verb invariably displays these propeetesdless of its thematic
role. This is illustrated here with position and Case. (The ietndading in (4c,d) is an
inchoative reading diroke meaning ‘They (e.g. the dishes) broke’, and this is the reading under
which the marking as ungrammatical holds.)
4) | (*Me) broke them (*they).
They (*Them) sneezed.
They (*Them) broke.
*(It/There®) Broke them.

000w

In derivational and multistratal theories, such facts can be brauglinie with our characteriza-
tion of the susJ function by limiting it to the underlying representation or inisélatum.
Intransitive verbs whose sole argument is honagentive can be ahasyze/olving the initial
assignment of the argument to the functima with a subsequent advancemenst®a This
analysis has its origins in the RG analysis of Perimutter (18ifl)has been adopted in GB/MP
as a result of the work of Burzio (1986).

'

they broke

_ 'This analysis is motivated on the basis of “object” priperthat nonagentive (“unaccusative™) subjects
display. For discussion of the interplay between syntax and semantics, seaneéRappaport Hovav (1995).
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b P
N
DP I
| S
they I VP
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T
broke t

Our approach to grammatical functions is nonderivational and monostratal, aforéheoes
not allow such an analysis. We must therefore take a closer Itiok mdture of argumenthood
and argument mapping, a question which has been addressed much in the literature.

2.1.2. Argument Structure and Hierarchies

Argumenthood lies at the interface between syntax and lexicarsies In the usual
situation, a verb (or other argument-taking predicate) selemtseaks syntactically based on
open positions in its conceptual (or lexical semantic) represemt&dr example, the vegut
selects three syntactic argumergisgJ oBJ, andoBL,,.) because its conceptual representation
includes open positions for Agent, Patient/Theme, and Location. As noted abawepihiag
of arguments from semantics to syntax is usually predictaibtetiie (semantic) thematic roles:
Agents typically map teuBJ and Patients toBJ. Since the aspect of semantic/conceptual
structure that is relevant to argumenthood is thematic roles, ilveefer to the semantic
representation informally as thematic structure, and represent it asfalhistnatic roles.

Thematic structure, in the informal approach we are adopting harbedhought of as
a list of relatively coarse-grained labels generalizing ests in which actants can participate
in an event. While such labels alone cannot account for the varietylbineanings, it is
generally accepted that these coarse-grained thematic reledat is relevant for the syntax.
In taking this kind of approach, we are abstracting away from fepeleories of lexical
semantic/conceptual representation, which are irrelevant to thesikere. The coarse-grained
approach to thematic roles is compatible with approaches ad aatigose of Jackendoff (1990),
Dowty (1991), and Palmer (1994).

It is generally accepted in the literature that theraataral hierarchy in the conceptual-
ization of events, represented generally as a hierarchy of tikewiats (originally proposed by
Jackendoff 1972). A typical transitive event includes a doer (Agen@irmnddergoer (Patient,
Beneficiary, or Recipient). The Agent outranks the element witindiergoer role (henceforth
Patient) because it is the Agent’s act that results in dtier?'s affectedness. Other semantic
argument types are hierarchically loweiThis “thematic hierarchy” is not a primitive of the

2This follows the thematic hierarchy as discussed in Jackie{i®&f0: 258). The description of the thematic
hierarchy in Bresnan (2001) places Beneficiary and Recipient vigthéer Agent, as described here, but Patient
considerably farther down. This is very typical of descriptiohthe thematic hierarchy. The reason is_that these
descriptions consider Patient (affected entity) and Themay@ntinotion) to be the same. However, as discussed in
detail by Jackendoff (1987), Patient and Theme are distinct thematic Toke Theme role is lower on the hierarchy,
but Patient belongs high, along with the other undergoer roles. @dsoted by Jackendoff (1990), descriptions of the
té\em?_ti(_: hierarchy which place Goal above Theme base this @naberties of possessional Goals, which are also

eneficiaries.
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linguistic system, but rather a consequence of the semantic/caoalcepture of thematic
representation. As observed by Rappaport Hovav & Levin (2003), different piogosa
thematic hierarchies have differed from each other becausertbege different things; once one
realizes that a thematic hierarchy is a derivative desanipgither than an actual part of language,
many of the apparent conflicts between proposed thematic hierarahish. For example, the
thematic hierarchy that we are assuming here is refleotedei formalism for conceptual
representations in theories like that of Jackendoff (1990). In JacKsnithefory, conceptual
representation consists of two tiers: the action tier, whichseptg Actor-Patient relations, and
the thematic tier, which represents the abstract spapakss. Jackendoff's description of the
thematic hierarchy is:

(6) Order the A-markeédarguments in the action tier from left to right, followed Hy t
A-marked arguments in the main conceptual clause of the theneafiérom least
embedded to most deeply embedded.

In informal representations such as we are using here, the tbdreasirchy is reflected in the
linear order of the thematic roles:

(7) put Agent, Patient/Theme, Location

However, our interest here is in syntactic selection, or syntamyjumenthood, not
thematic structure. While there is a relation between themaaimargumenthood cannot be
identified with thematic argumenthood. Sometimes the mapping of angsim@ot predictable
from the semantics. Note the following contrast.

8) a The dinosaur went into the room.
b. The dinosaur entered the room.
C. Hebrew
Ha- dinozaur nixnas |- a- xeder.

the- dinosaur enter.PST to- the- room
‘The dinosaur entered the room.’

In all three sentencetkie roomis the Goal of the action, but with the English venker(but not
the synonymous Hebrew vemnixnag, this argument is realized idiosyncraticallyo@s. This is

a syntactic fact, not a semantic/thematic one. Another diffelmtagen thematic and syntactic
argumenthood is a consequence of the fact that verbs sometimearggisents which are not
part of the semantics: expletives (such asstimin the Norwegian sentence (3) above and in
the English (9a)) and idiom chunks (such asdb&in the English (9b)).

9 a Itseems that the dinosaur ate the students.
b. We kept tabsn the dinosaur.

For these reason, many theories (including LFG) posit a syntaaiof argument structure (or
a-structure) in addition to the thematic level. The (semarfieinatic structure includes

_ 3A-marking in Jackendoff's system is a diacritic in lexicahceptual structure indicating the syntactically
realized arguments.
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information about the thematic roles of the open arguments in the gerbantics, while the
(syntactic) a-structure includes all elements selectgd&ycally, including expletives and idiom
chunks, and constrains their mapping to the syntax.

A-structure must therefore project the syntactically raleaapects of thematic structure,
while simultaneously giving expression to the purely syntacticcésjpé argumenthood. The
thematic structure is reflected primarily in the hierardhiamaking of the arguments: the thematic
arguments are ranked in accordance with the conceptually based hierarciyatictineles, a
ranking which is conventionally represented by the linear orderingmwiegits in the a-structure.
Following standard terminology in LFG, we will refer to the hgtheanked argument
(represented graphically as the leftmost argument in theictige) ad). At the same time,
a-structure will include elements which are selected syn#digtbut not semantically, and will
constrain the mapping of the arguments.

Expressing arguments of predicates is one of the functions thatsyeiements serve.
For this reason, the framework within which we are working formaligsn@ent selection in
terms of grammatical functions, not structural position. Therelessaa distinction between two
classes of argument-expressing grammatical functgwesiandoBJ on the one hand, and the
OBL, (in English, preposition-marked) functions on the other. The lattelitde more than
grammaticalizations of thematic roles, while the formernaoge strictly syntactic in nature.
Following the terminology of Bresnan (2001), we will refer to the more syotg@mmatical
functions as core functions, and the oblique functions as non-corefsf@itandardly, Agents,
Patients, and Themes are mapped to core functions and other thestestitco non-core
functions, but as illustrated above wéthterexceptions are possible. A-structure must therefore
include the syntactic information of whether arguments are core@necore’. For the purposes
of this book, arguments are core unless otherwise specified.

(10) a. put X Y Znoncore
b. enter XY
C. nixnas(Hebrew ‘enter’): (X Ynoncore

In each of these a-structures, the leftmost argument (arbitrarily desigriare) is thé.

As noted above, non-thematic arguments, elements which are not peattbéimatic
structure, are represented in the a-structure. Their preseaitteeisthe result of the existence of
an idiom or, in the case of expletives, licensed by lexical rAlésxical rule will specify what
position in the hierarchical arrangement of arguments an espleticupies; they are very
frequently introduced & For example, the a-structure of the verb in the Norwegian etiate
(3) is:

(11) leke (det,x)

Here, it is the expletivelet which is thef. Since a-structure includes such nonthematic

~ “Secondar ObjeCtSJSJeg seem to be transitional between core and noncore. Thildsted in the LFG
analysis (Bresnan 2001, Falk 2001) by treating the secondary abjetibh as a core function but characterizing it as
being thematically restricted like the oblique functions.

°This is not to say that this is the only information in a-structurecthrastrains the mapping of arguments to
syntax. The standard LFG theory of a-structure, Lexical Mappmepry (LMT), is more fine-grained than this.
However, this will suffice for our purposes.
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arguments, the a-structure hierarchy is not strictly speakingédéwith the thematic hierarchy,
although it is derived from it. Despite this, we will retain theife@mterm thematic hierarchy
here. Similar remarks apply to the notatfbn

It has often been noted that grammatical functions representimgpands are related to
each other in a hierarchy, a hierarchy which has been refervadionisly as the accessibility
hierarchy (Keenan and Comrie 1977), the obliqueness hierarchy (PollaBhgriP94), the
functional hierarchy (Dalrymple 2001), and the relational hierarchyrnfieédr 1983, Bresnan
2001).

(12) suBJ>O0BJ>O0BJ, > OBL,

Unlike the thematic hierarchy, the relational hierarchy seeins &n arbitrary fact about syntax;
presumably part of the characterization of the argument functiongeltm®nal hierarchy is
based partially on classes of grammatical functions: the snotiédnssusiandoBJ (andoBy,)

outrank the non-core functions. However, even within these larger groupings the functions are
ranked. In particularsuBJ outranksoBl. We can think of the function namgssBiandoBJ as
nothing more than shorthand for “first core argument on the relationatdhigiand “second

core argument on the relational hierarchy.”

2.1.3. Most Prominent Argument

Given the thematic hierarchy and the relational hierarchy, wel@macterize the nature
of argument realization in syntax. In the unmarked case (fonghea actives as opposed to
passives), the hierarchical relations between the argumettits atnctional level match the
hierarchical relations at the argument level. If we treatrthpping of arguments as a hierarchy-
to-hierarchy mapping (as in, inter alia, Jackendoff 1990), we can derive the correaigaappi

(13) Argument Mapping (informal)
The highest available argument maps to the highest availablengtaral function, the
next argument to the next grammatical function, and so on, respiheiognstraints on
mapping which are expressed in the a-structure.

Limiting our attention to core arguments, we derive mappings such as the following:

(14) a thematic roles Agent  Patient

P

X y
[ (6) )

Vol

grammatical functions  SuUBJ OBJ 0By

a-structure
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thematic roles Agent
a-structure X
{(6) )
grammatical functions  suBJ OBJ OBy
c. thematic roles Patient
a-structure X
OB
grammatical functions  SuBJ OBJ OBy
d. thematic roles Agent
a-structure ‘there’ X
) )
grammatical functions SUBJ OBJ OBy

A hierarchy-to-hierarchy mapping of this kind is more principled thameato-one mapping of
thematic roles and grammatical functions. As noted above, a one-toapmeng of thematic
roles and grammatical functions is unexplanatory: it simply stipulateshétrary relationship
between a particular thematic role and a particular synteagpeession. On the other hand,
research on linguistic hierarchies (particularly in Optimdltgory) shows that hierarchies align
“harmonically” (Aissen 1999): different linguistic dimensions ofteflect each other’'s
hierarchical prominences. From a communicative perspective, ghisig useful design feature
of language. The hierarchy-to-hierarchy mapping between themadie anld grammatical
functions is an example of harmonic alignment, and thus a principlecplathatory theory of
argument mapping.

Given this hierarchy-to-hierarchy view of argument mapping, we canimpvove our
characterization of the argumenthood status of the subject.
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(15) Thesusuis the element with the function of expressing the hierarchicalst prominent
core argument.

Unlike our first approximation, this correctly expresses thelfettuJis not inherently linked
to a particular thematic role. It does not stipulate an arbitedation between the syntactic
concept of subjecthood and the thematic concept of agenthood. Instead, it explains the affini
between subjects and Agents: since Agent is (conceptually) theshigle on the thematic
hierarchy andusJis (by definition) the highest function on the relational hierarchigmarchy-
to-hierarchy mapping could do nothing other than map Agentsain the case of a verb which
takes an Agent argument and does not have a higher ranked expletive argument.

Since, as we will show in the next chapter, the traditionabnatf subject involves a
second function, we will not use the naswsJfor the most prominent argument function.
Instead, we will extend the LFG notation and use the r@fa the relationally most prominent
argument function, the traditionallBa We therefore update our definition.

(16) Thedr is the element with the function of expressing as a core argumentiéuethiie
cally most prominent argument.

2.1.4. Mismatches Between Argument Structure and Gr  ammatical Functions

The approach to argument mapping which we are taking here positdifferent
argument-related hierarchies: the argument hierarchy alcist (the thematic hierarchy, in
the sense that we are using the term here) and the hierargmgnomatical functions at
f-structure (the relational hierarchy). There are thus two waykich an argument can be more
prominent than other arguments: it can be the most prominent on theitheierarchy, thé,
or the most prominent on the relational hierarchy,dheSince argument expression in the
syntax is the result of a hierarchy-to-hierarchy alignmerg,l&@ds one to expect that, under
normal circumstances, the same argument will function astbatidGr. On the other hand,
since parallel architecture leaves open the possibility of nicéras between levels, one might
expect that situations would arise in which these two concepts ¢fmoosinent argument do
not coincide. Furthermore, since rules of grammar can be expected to tweralbde to either
the argument level or the functional level (or both), both of these typeeminence should be
reflected in linguistic data. Constructions in which there msismatch in the two types of
prominence would then be valuable in distinguistfimyoperties and¥ properties.

Mismatches of this kind do occur, and the ability to account for tiseome of the
strengths of a parallel-architecture theory. Theories which assaunon-parallel architecture
account for constructions in which such mismatches occur in a vafiegys. Typically, they
consider botld properties and¥ properties to be “subject properties,” and allow clauses to have
multiple subjects, either through a derivational or multistrateitecture in which different
elements are subjects at different strata, or through agzroéelause union or incorporation
under which a superficial clause is analyzed as biclausalasd®ntaining two subjects, one
for each clause).

The simplest, and most common, situation in which such a mismatesianghen thé
is not mapped to the syntax: the passive construction. Thiempdified in the following
examples (drawn from Perlmutter & Postal 1977/1983).

17) a. English
That book G¥) was reviewed by Louisé).
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b. Turkish
Bavul Hasan tarafdan g@- 1l- d.
suitcase Hasan by open- PASS- PST
GF §

‘The suitcase was opened by Hasan.’

C. Latin
Puet a magistr-o laud- antur.
boys.NOM by teacher- ABL praise- PASS.3PL
GF 0

‘The boys are praised by the teacher.’

In multistratal frameworks this construction is analyzed as invgldifferent subjects at
different strata (Chomsky 1965, Perlmutter & Postal 1977/1983). The slder&ally-based
analysis of passivization (Chomsky 1981, Bresnan 2001), which we will adopishiiiag, the
passive represents an alternative mapping of arguments to ta®. dpnpassivization, thé
argument is suppressed: marked as not mapped to a grammatidahfuhepressed at all, it
is expressed as an adjunay phrase}.

(18) a. Active argument mapping

thematic roles Agent  Patient
a-structure X y

[ (6) )
grammatical functions GF OBJ

b. Passive argument mapping

thematic roles Agent  Patient
a-structure X y

[ (6) )
grammatical functions GF

Thus in passive clauses argumenthood rank differs from functional ranf,zanttfy are two
distinct elements. Phenomena sensitive to argumenthood rank (the ¢iaeratichy) will pick

An alternative analysis of thg phrase is that it is an oblique argument, as argued for Baliye®rka (1998).
This does not really change much in terms of the discussion here: thetaismgiinatch betweeh andGr.
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out the Agent as the most prominent argument, while those sensitiwectional rank (the
relational hierarchy) will pick out the Patient.

Another type of construction in whi¢handGr can be distinguished is one in which two
argument-taking predicates combine to form a single complexcéyntaredicate. A very
common complex predicate construction is the causative, discusse@ bylAsina (1992). In
a causative, a single functional clause corresponds to two argurnenires, one embedded in
the other. Each argument structure has its@yiut since there is only one array of grammatical
functions expressing the arguments, only the ofités mapped toGr. For example, the
Chicheva sentences in (19) have the causative verb ‘cause-took'.

(19) a. Nungu i- na- phk- its- a mangu kwa
(IX)porcupine IX.SUBJ- PST- cook- CAUS- VWL (VI)pumpkins to
kadzidzi.

(la)owl
‘The porcupine had the pumpkins cooked by the owl.’
b. Ningu i- na- phk- its- a kadzidzi mangu

(IX)porcupine IX.SUBJ- PST- cook- CAUS- VWL (la)owl (VI)pumpkins
‘The porcupine had the owl cook the pumpkins.’

Under Alsina’s analysis, the basic a-structure of this verb is:

(20) (Agent,s Patient,,s (Agent,,, Patient,,»)

The causee argument (Patient of causation) is identified with one arfgilnments of the base
verb, reflecting whether the causation is exerted on the AgeRatent of the subordinate
predicate. Alsina and Joshi (1991) show that languages differ on wittoesefidentifications
is possible, some allowing only one, others allowing both, and stilfo#iwing different
identifications for different classes of verbs. Chighallows both identifications, and the result
is the two mappings of arguments realized in the sentences in (19).

(21) a.

thematic roles Agent,s Patient, s Agefgook Patient .,
a-structure > y y z

(@) (® )
grammatical functions GF OBJ OBy

"The parenthesized numbers in the glosses are the classes to which the nouns belong.
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b. thematic roles Agent,s Patieng,s Agefgook Patient .,
a-structure > y )
(6) (@) ))
grammatical functions GF OBJ (by
phrase)

Complex predicates thus have more than@porcupine’ and ‘owl’ in (19)), but only onér
(‘porcupine’). Other types of complex predicate constructions can afsnihé. For example,
Manning (1996) discusses “double transitive affixes” in Inuit, wiafiges meaning ‘say’,
‘think’, ‘want’, ‘intend’, and so on, can be added to the verb and add a layer of a-structure.

(22) a. Aani- p miiggat Juuna- mut paasi- sur(i- v)- a- |
Aani- ERG childrenAJuuna- DAT understand- think- IND- TR- 3SG.3PL
G,Ihink eunderstand
GF
‘Aani thinks that Juuna understands the children.’

b. Aani- p miiggat gasu- nirar- p- a- |

Aani- ERG E:hildren be.tired- say- IND- TR- 3SG.3PL
eAsay 6be.tired
GF

‘Aani said that the children were tired.’

Other frameworks often analyze complex predicate construetiangolving biclausal structure,
in which eacHh is the subject of a distinct clause.

Finally, in some languages there are verbs (primarily @émpez verbs) in which thé
is mapped to a lower grammatical function (and typically nthrkéh dative Case), and a
hierarchically lower argument (if there is one) is mappegtdn a recent insightful study of this
construction, referred to in the Relational Grammar literadsriversion (and analyzed with
different subjects at different strata), Moore and Perim@9() contrast this construction in
Russian with true dativ&sr. They show that in Russian both inversion and dafive
constructions exist; the latter have full subject prope(Reissian is a uniform-subject language),
but the former only have a limited set of such properties by virttieeosP status, as we will see
when we discuss anaphora. There are two cases of Inversion in Rtissi®etter known
example involves experience predicates and is illustrated in (2Behbjh of these cases ‘Boris’
is thed but ‘shirt(s)’ is thesk. The other instance of Inversion is illustrated in (23c): it involves
an unergative verb (‘think’ in this case) to which the “reflexiseffix sjahas been added. The
addition of this suffix does not create a reflexive or unacawesatrb: semantically, it adds
modality to the meaning (note the translation of the sentenad)}syemactically it maps the
argument (‘me’ here) to a nagr function.
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(23) a. Borisu nravjatsja takie ruiia

Boris.DAT like.3PL such shirts.NOM
‘Boris likes such shirts.’

b. Borisu ndna novaja rubgka.
Boris.DAT need(ADJ).FSG new  shirt(F)
‘Boris needs a new shirt.’

C. Pri takomsume mne ne dumaet- sja.
in.presence.of such noise me.DAT not think.3SG- REFL
‘With such noise | can’t think.’

With predicates of this kind, the mapping of arguments goes as fqd®asming, with Moore
and Perlmutter, that the Inversion nominal is an indirect object):

(24)

thematic roles Experiencer Theme

a-structure X y
o

grammatical functions GF OB, girect

Here the Experiencer is the highest in argumenthood Bnkit the Theme is the highest in
functional relational rankdF).

In all three of these types of constructions, the usual situation winien the same
element serves as bdirandGr does not hold. Such constructions are therefore important for
teasing apart properties @fanddr.

2.1.5. Mapping in Mixed-Subject Languages

The approach to mapping adopted here makes an important prediction caneexeid-
subject languages. The heart of the mapping system is a unal@gsaient of the hierarchy of
arguments (the thematic hierarchy) and the hierarchy of gaticahfunctions (the relational
hierarchy). While some cross-linguistic variation is to be exgoethis is discussed in the next
section), and marked mappings such as Inversion apparently exist,itheylstsm should be
universal. The essential claim is that syntactic (functigmalninence levels are anchored in
conceptual/semantic prominence.

This approach contrasts sharply with an approach which has been taken in fivene of
literature on mixed-subject languages. As we observed in Chapiatti®sof subject properties
in mixed-subject languages show that they divide neatly into tweedawhich we have dubbed
Type 1 properties and Type 2 properties. The alternative view, dubbeds&nwapping” by
Manning (1996), takes the position that mixed-subject languages ddferuniform-subject
languages in the nature of argument mapping. Specificallyclaiimed that the element with
Type 2 properties is the grammatical subject: in a trangitaugse in a syntactically ergative
language, this means that the P argument is the subject andightbeAobject. As Marantz
(1984: 196) puts it:
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Within the present theory it is an arbitrary fact about Ehglhat verbs usually assign theme and
patient roles [i.e. that Themes and Patients are internamargs, and thus objects] whereas
predicates assign agent roles [i.e. Agents are external arguments, and #eis]subj

In an LFG-based analysis, Manning (1996) proposes that argumenumgrpcbominence
universally matches conceptual/semantic prominence, but syntigctcgative languages
reverse the prominence in the mapping to grammatical functions.

(25) Argument mapping according to Manning

a. Uniform subject languages
Thematic roles Agent Fftient
Argument structure X y

(0; Manning’s a-subject)

|

Grammatical functions SUBJ OBJ

b. Syntactically ergative languages
Thematic roles Agent Pftient
Argument structure X y

(6; Manning’s a-subject)

Grammatical functions SUBJ OBJ

Wechsler and Arka (1998) extend this to the Philippine-type langudipe&aby defining the
two types of mappings as both being available in the same langudge férmalism of HPSG,
they defineacc-verbanderg-verbas sorts oéctive-verb

(26) Argument mapping according to Wechsler and Arka

a.
accverb : SUBJ<@>

ARG-S([1.,..)
SUBJ <ﬁ> SUBJ <[[1>

b. erg-verb || ARG-S <@> v| ARG-S <D Dl>
STEM intrans-ste STEM trans stem

That is to say, in a transitive ergative verb, an argument bidrettie most prominent is realized
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as subject.

Under this approach, the Type 2 subject (P in syntacticalbtieeglanguages) is the
highest-ranked element at the level of grammatical functions. Any situatioe Wheas to be
taken to outrank P (i.e. in Type 1 properties) must therefore be ajoense of the a-structure
hierarchy. In other words, the universal “subject” identity ofsAas the most prominent
a-structure element: what we, following standard LFG terminotaye called.® This contrasts
with the approach taken here, in which A (normally) has both argestreture prominence and
functional prominence: i.e. it is bothandGr.

The inverse-mapping theory thus conflates @@ndGr. Our claim is that these two
notions of most-prominent-argument while closely related (by virttleedfierarchy-alignment
nature of argument mapping) need to be kept distinct. We have discuissadhe abstract in
the previous section, where we saw three types of constructiomsich 6 and Gr can be
distinguished. We will see concrete examples of the distinction in the discussimapbbea.

We take this distinction between our approach and Manning’s to be chutied theory
proposed here, Agents mapdpin all languages, regardless of typological classification. Our
approach conforms to the idea that prominence hierarchies align haattypmeerse mapping
violates this.

2.1.6. Further Thoughts on Argument Mapping

This discussion has not exhausted the question of the nature of arguappmgnEven
within the bounds of what we have discussed, a theory of argument mapghgllow for
differences between languages, and must be able to expresswdigiebetween agentives and
non-agentive ones.

One potential problem that might be raised is the nature of mappitgctive”
languages: languages in which non-agentive arguments of intransitibigeare (apparently) not
mapped asF, but asoBl. One such language is the Arawakan language &\Viauvhich theGr
is preverbal and triggers agreement on the verb whileghis postverbal and does not trigger
agreement (Dixon 1994).

(27) a. Yanumakanuka p- itsupalu.
jaguar 3SG.kill 2sgPOSS- daughter
‘The jaguar killed your daughter.’

b. Welkihi katumala- pai.
owner 3SG.work- STAT
‘The owner worked.’

C. Usitya  iKtsii.
catch.fire thatch
‘The thatch caught fire.’

Minimally, such a language shows the need for a more sophisticatedftihe mapping
of arguments. As a first approximation, under the controversial (bubeheve, correct)

8Manning calls this the a-structure subjectaeBd
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assumption that reference to grammatical functions is relegathiese languagésye can
hypothesize that in such languages the statement of argument miag@®\grather than (13).

(28) Argument Mapping in “Active” Languages (informal)
The highest argument role maps to the highest grammaticaldonttie next argument
to the next grammatical function, and so on. Grammatical funatibase corresponding
argument role is missing are skipped.

Such languages do not call into question the hierarchy-to-hierarchg naawgument mapping,
they simply require a differentimplementation. Similarly, mgaages like English where Agent
arguments cannot appear @gJ in existential constructions, a different implementation of
hierarchy-to-hierarchy mapping will be used.

A theory of argument mapping such as the Lexical Mapping Thedrly®@f(Bresnan
2001, Falk 2001, and references cited there) provides a bettewak in which to address
such questions. In Lexical Mapping Theory (LMT), argument structemeemts are underspeci-
fied grammatical functions based on thematic roles. LMT providesaefvork within which
language-specific differences in argument mapping can be fgrmgtiressed in terms of
parametric differences in the mapping principles. LMT also (asreéd by Bresnan and Zaenen
1990) allows one to capture differences between agentive and non-agagtiveents of
intransitive verbs (the unergative/unaccusative distinction) in a nratedshon-derivational
theory of syntax. However, at its core, LMT is a formalizatiatmethierarchy-to-hierarchy view
of argument mapping. For the purposes of the present study, an infonraadtyelignment will
suffice.

2.2. Specification of Argument Properties

2.2.1. Introductory Remarks

We conclude from the foregoing that, on one understanding, the subjecttiss the
grammatical element which has the function of expressing thepmawsinent core argument of
the verb. Given our characterization of grammatical functions dsasie of explanation, we
should expect certain properties to follow from this concept of subjéetalso expect such
properties to be constant across languages: mixed-subject langhagés not differ from
uniform-subject languages.

Since the&sk function is characterized in terms of its hierarchical posrigative to other
argument-expressing functions, the kinds of properties we should eXparhave are ones
relating to hierarchies of argumenthood. Properties of this kind csaidh¢éo be explained by
the nature of thér function, while other types of arguments would be stipulations. W clai
thatGr properties, which correspond to what we have dubbed Type 1 properties, luégsadypre
the character that we predict.

One way that an argument hierarchy might be relevant in theypoesgext involves the
alignment of the relational hierarchy with other prominence hieiescin fact, we have already
seen one example of such a property: the fact that if a verarhAgent argument, it will be
mapped to théF function in the syntax. The relation between the thematic role Agent and the
grammatical functiosuBJ(or, ratherGr) follows as a consequence of our characterization of

We return in Chapter 6 to the question of whether argument mapgimesie languages, which fall under the
uhmbreltl1a of v(\j/hat we are calling no-subject languages, reqaf@®nce to grammatical functions at all. We will argue
there that it does.
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the function, and need not be stipulated.

A less obvious hierarchy-alignment-related propertgiofs the fact that it generally
displays prominence at the discourse level; specificallymbist commonly the discourse topic
(Andrews 1985). This has been shown to be true in mixed-subject langisageb (as shown
by Cooreman 1988 for Dyirbal and Cooreman, Fox, andris1988 for Tagalog). We propose
that this is a consequence of the harmonic alignment of the reldtieraachy with a hierarchy
of discourse prominence. Since topics are the most prominent elefranta discourse
perspective, the harmonic alignment of the discourse hierarchyheitblational hierarchy will
result in the topicality o6F.

The harmonic alignment of the functionally most prominent argunéntyith most
prominent elements on the thematic and discourse dimensions thus prosidéth an
explanation of two very frequently noted properties of subjects. Ohe ottier of these is often
taken, especially pedagogically, to be a definition of subject (Huddleston 1984).

A second way argument hierarchies can be involved in grammatlealinvolves the
licensing ability of heads. While LFG is less “head-driven” thames other theoretical
frameworks, it is generally accepted that heads serve to determine mhetrenf/ironment in
which they occur. This includes selecting their arguments, bsbiiratludes licensing some of
the arguments’ functional properties. This licensing of arguments’ piegpéer what is known
in traditional grammar as government. Taking the notion of a fundijevesed relational
hierarchy, this licensing ought to be subject to the relative promerexmpressed in the hierarchy.
Thus,GF should be the argument most susceptible to such specificasome Avill see in the
remainder of section 2.2, this has interesting consequences.

The relation between argument hierarchies and anaphora is gsitially, so we will
defer discussion until section 2.3. However, as we will see, the anaphoric pronmohénade
also a consequence of its prominent-argument status.

2.2.2. Null Arguments

One often discussed property of languages is the ability of sometmthers, to leave
certain arguments with no overt (audible) expression, interpretedkasd of pronoun; a
construction often called pro-drop. While the description of this properigs between theories,
there does seem to be general agreement that this ablldgrised by a head; in a lexicalist
framework like LFG, the licensing head must be the verb. The claim we will makéshbat
this licensing follows the relational hierarchy, resulting ingraperty that if a language allows
any argument of the verb to be null, it allows @freto be null. We note in passing the initial
plausibility of this claim by observing the frequent use of the terull-subject” to describe
languages that allow this.

2.2.3. Imperative Addressee

It is stressed in the typological literature (e.g. in Dixon 1984) the addressee of an
imperative (henceforth addressee) universally corresponds ttetherd which would be the
addressee of the imperative in English, even in mixed subject laagyu@bat is to say,
imperatives do not exhibit “ergative” behavior.

(31) Tagalog (Schachter 1976)
a. Mag- bigay ka sa kaniyang kape.
ACT- give 2SG.NOM DAT him  ACC coffee
‘Give him some coffee.’
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b. Bigy- an mo siya ng kape.
give- 10 2SG.ERG him.NOM ACC coffee
‘Give him some coffee.’

C. |- bigay mo sa kaniya ang kape.
INS- give 2SG.ERG DAT him NOM coffee
‘Give him the coffee.’

This is to be expected under the current theory. An imperative vdripadify that one of its
arguments is a second person pronoun. Given the relational hierarchgstHikely argument
to be thus specified will bér.

While the facts of imperatives are not in dispute, the need fortactic account is. For
example, Dixon (1994) suggests that the identity of the addrest®e ¢gensequence of the
semantics: someone can only be ordered to do something that they hesleowent Therefore,
only Agents can be addressees, and since Agents are invaridizlgd@athe syntax asrs, it
follows that onlyGF can be the addressee. This is correct as far as it goast, lit provides us
with an explanation of why addressees appear to differ from othgrroatbminals in not going
farther down the relational hierarchy. In other words, given the tirggsistic behavior of null
pronominals, we might expect to find languages in which GetlandoBJ are available as
addressees. The semantic explanation correctly predictslsatill never be addressees.

However, parallel architecture leaves open the possibility thaththiee of addressee
involves syntactic factors as well. Affirming the relevance afay does not entail a denial of
the semantic aspect. We will provide two arguments, based distsrfgr the relevance of
syntax.

In the first place, an imperative verb must license the syotactiperties of the
construction. This will include the specification of an unexpressed proabsecond-person
subject GF).

(32) ( GF PRED = ‘PRC
(T GF PER9 = 2

Crucially, even English, in which finite inflection generally digais null pronominals, has an
unexpressedr in the imperative construction. Furthermore, the distinction betweéandil
overt pronominals is a syntactic fact, not a semantic one. Thesetherefore be a syntactic
constraint licensing null addressees.

In the second place, nonagentive subjects can be the addressees of impesdives
languages (including English), with a coerced agentive readingoriDiates this as well, but
does not draw the logical conclusion.)

(34) a. Be happy!
b. Be registered before the semester starts!

The coerced agentive readitfpllows from the semantic aspect of imperatives: the addressee
must be understood as an Agent. But it is curious that inherently nowag@rg should be
available as imperative addressees; this is unexpected under a pmaiyic@ccount. Under

%0f course, in some of these cases a circumlocution is more natural.
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a syntactic approach such as we are proposing, the availabitigsefits as addressees follows.

We concur with Dixon (1994) that apparent counterexamples to this ualivers
generalization are not true counterexamples. He discusseswdasesverbal agreement in
imperatives operates on an ergative basis; for example, infliaimtiie A agreement affix can
be omitted from an imperative but the S affix cannot, while therse is true in Naib.
Following Dixon, we take such facts to show that morphosyntactieragssuch as agreement,
are subject to their own principles, which include the obligatorinesptinality of cross-
referencing particular arguments on the verb. As in the genasal af null pronouns, the
interaction between the syntax and the morphosyntax result in aeomginbination of
properties.

In conclusion, the choice of addressee is subject to both syntacticearaht
constraints. On the syntactic side, the imperative verb licehsegsdperties of the addressee.
The limitation of addressees @ is a consequence of the relational hierarchy.

2.3. Anaphora
2.3.1. Anaphoric Prominence

One of the clearest places where argument status and hiesaafharguments are
implicated is anaphora. Various hierarchy effects, both relatiomltlaematic, have been
observed in the literature. We will explore these in this section.

It is not immediately clear why argument hierarchies shoulcle¥ant to anaphora.
Unlike null pronouns and imperatives, anaphora does not involve a head spéaityimgtion
about its arguments. Nevertheless, the observation that argutatrg is relevant to the
operation of binding is not new. It is, for example, enshrined in the sthimdasformationalist
view of anaphora (Chomsky 1981), under which Binding Theory is about A-bindirmndeng
by an argument. Why this should be so is somewhat mysterious; one possiblemeght be
that, as suggested by Jackendoff (1990), anaphora is a grammaditrabta relation in lexical
conceptual structures where one entity has two “thematic rofehislis correct, we would
expect anaphora to be essentially a relation between argumentdjuande sensitive to
argumenthood.

The exact nature of the binding-theoretic prominence of subj@cts@er the analysis
proposed here) is more complicated than often thought. The central oleseivdhat in a
transitive clause in which the two arguments have the sameneggrit is thedosJ which is
expressed as a reflexive pronoun, anddihes its antecedent:

(35) a. Joan saw herself.
b.  *Herself saw Joan.

As has been noted in the literature on mixed-subject languageshé A in such cases that
displays the subject-like behavior, the argument we are claisthgdr. This can be illustrated
with an example from the Philippine-type language Toba Batak (discus$aimyng 1996),
which, like most Philippine-type languages outside of the Philippinesidh@sse marking but
has morphological marking on the verb indicating which argument isgtiegliished element
of the clause. In Toba Batakang-designates thér as this special element adid designates
theoBJy. (Neither of these is an agreement marker.) Manning arguethighatorphologically
designated element is outside the VP, while the other core anfwigetherGr or 0BJ) is
inside. Note the anaphoric pattern.
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(36) a. [» Mang- ida diri- na] si John.
ACT- see self- his PROP John
‘John saw himself.’
b.  * Mang- ida si John] diri- na.
ACT- see PROP John self- his
‘Himself saw John.’
c. *[y Di- ida diri- na] si John.
DO- see self- his PROP John
‘Himself saw John.’
d. [\ Di- ida si John] diri- na.
DO- see PROP John self- his
‘John saw himself.’

The conventional structure-based account attributes this to the c-ocoimefation: the reflexive
must be c-commanded by its antecedent. However, the Toba Batak exaimplethat this
cannot be maintained: the argument picked out by the “voice” morphologiheonetrb
c-commands the other argument, regardless of which &thad which is theBy, yet theGr
antecedes thesJ.

The basic idea behind what the c-command condition is supposed to captine ca
stated, somewhat vaguely, as follows.

(37) The antecedent of an anaphor must be more prominent than the anaphor.

What this statement leaves open is the nature of the prominence thwdigered from this
perspective, c-command is a popular hypothesis as to the nature pfammence. It is,
however, only a hypothesis. A cross-linguistic survey of anaphora, adgth $uch as those in
Toba Batak, raise questions about its correctness. Work on anaphora (BalR@ple 1993,
Bresnan 1995) suggests a more complex picture, under which prominghoeeatifferent
dimensions of syntax is relevant: constituent structure (linekarprfunctional structure (the
relational hierarchy), and argument structure (the thematiatigiaAt the functional level, this
results in the situation whed@ bindsoBy, and not vice versa.

For some kinds of anaphors in some languages, the relative prominenicaigbiss
strengthened:

(38) The antecedent of an anaphor must be the most prominent element in its clause.

This prominence can be either in terms of functional status or argwtatus. In such languages,
the antecedent of one type of anaphor must be either an element tieagirsgnmatical function

GF or one with the argumenthood statu$df It should be noted that while these anaphors are
often called reflexives, a terminological convention we will bifaing here Gr/0 orientation

is distinct from locality. For example, Dalrymple (1993) showsttr@aNorwegian anapheed?

must be bound by &F in the minimal finite clause that contains it, but may not be bound by a

I am not aware of any language in which the antecedent &f anaphor must be the first argument in its
clause. Linear order seems to differ In this way from the relational amticehierarchies.

12Segalso has non-anaphoric uses, in which it appears to be a coargument of itdléantece
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coargument.

(39) a. non-coargumeni
Jon lerte oss snakke om  seg.
Jon heard us talk about self
‘Jon heard us talking about hirm

b. non-Gr
*Jeg lovet Jona snakke pent om seg.
|  promised Jon to talk nicely about self
‘| promised Jonto speak nicely about him(self)

C. coargumengr
*Jon snakket om  seg.
Jon talked about self
‘Jon talked about himself

Teasing apart the effects of the relational hierarchy anti¢edtic hierarchy is not easy.
Since argument mapping is essentially an alignment of the twartieges, in most cases it is
impossible to tell which is relevant. As we have seen, though, there araictoss in which
the most prominent argument at a-struct@ieg not identical to the element bearing the most
prominent argument functiodk): passivization, complex predicates, and inversion incpéat .
Such constructions provide an invaluable way to investigate the roles of the two hésrarchi

As we have seen, the argument structure of a complex predicatassaciausative, is
as follows, where the causative Patient is identical with one of the argumdmtsbase verb.

(40) <AgenEAUS’ I:)atien&AUS <Agent)ase—verb Patiengase—verk)

This argument structure contains two argument domains, and th@ls tinccomplex predicate
constructions, many languages allowhef either predicate to antecede the reflexive, as in the
Japanese example (44 variant of this is only allowing the embedded antecede a reflexive
corresponding to a lower argument of the embedded predicate, agdhitheiini examples
(42) (Both of these from Baker 1988.)

(41) John ga Mary ni  zibunno uti de hon o yom- ase- ta.
John NOM Mary DAT self GEN house in book ACC read- CAUS- PST
‘John made Mary read the book in his/her own house.’

(42) a. Mi m-  phik- ish- ize rihu-y-a ch&uja.
| 1SG- cook- CAUS- ASP myself food
‘I made myself cook food.’

13 am following the standard, though controversial, view #itainis constrained syntactically.

In this kind of language, reflexive locality is determined by argument steuct
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b. Mi ni- m-  big- ish- ize mwaa ruhu-y-e.
| 1SG- OBJ- hit- CAUS- ASP child  himself
‘I made the child hit himself.’

C. *Mi ni- m-  big-ish- ize Al ruhu-y-a.
|  1SG- OBJ- hit- CAUS- ASP Ali myself
‘I made Ali hit myself.’

In such languages, it is clear that it is argument-struptaminence that is relevant, since the
causee i$ but notGr. Facts of this kind have often been taken, under non-parallel theoretical
architectures, to be evidence for the biclausality of causativies the antecedent of a reflexive
must be a subject, so the argument goes, this is evidence for twotswnjd thus two clauses.
Under the parallel architecture we are assuming, there is no need for a betealgsik.

However, complex predicate constructions do not provide any conclusive evalence
whether reference to functional prominence is also necessanyttsidtds one of thés. More
instructive are the constructions in which there is a dissociatisrebad andGr. One such
construction is the passive: the Agenfisnd the Patient i§F. Similarly, in the inversion
construction the Experiencerilsand the Theme (if there is one)is As observed by Manning
(1996), there are languages which allow either of these elenweristecede a reflexive.
Examples of this in Russian passives were given in Chapter latgeexamples of passives
from the uniform-subject language Sanskrit and the mixed-subjeatdgagnuit®> and an
example of anteceding a reflexive in Russian inversion.

(43) Sanskrit
a. Sarpas teatmara svalayam nitah
snake.NOM himself.INSTR self.house.ACC brought.PSPRT.NOM
‘The snake was brought by hilmmself to selfs house.’
b. Anrtam tu vadan dadyah svavittasgmsam.
untruth.NOM but telling.NOM fine.GER.NOM self.property. GEN.part. ACC
‘But a perjureris to be fined one eighth (lit. part) of sslfproperty.’

(44) Inuit
Naja Tobiasi- mit ugaluttuun- nigar- p- u- g taa- ssu-ma
Naja Tobias- ABL tell- PASS- IND- INTR- 3SG DEM- SG- ERG
itigartis- sima- ga- a- ni.

turn.down- PERF- PART.TR- 3sgERG- REFL.ABS
‘Naja; was told by Tobigghat he had turned sgjfdown.’

(45) Russian
Borisu Al sebjai  svoju senju.
Boris.DAT sorry self and self's family
‘Boris; feels sorry for himsel&nd hisfamily.’

For a language like Russian, Sanskrit, or Inuit, the antecedergftehawe can be eithéror Gr.

) ¥In the Inuit example, the reflexive (incorporated into the veebagreement marker) cannot be coreferential
with the subject in its own clause because of a non-coargument conditthétlkapplying to Norwegiaseg which
holds if the reflexive bears a core function, as discussed by Manning.
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In languages like these, the conflatiorBodindGF in theories such as that of Manning (1996)
appears justified. For the inverse mapping theory, wherglois simply a variety of, the
antecedence of reflexives can simply be stated in termgfctse. In our framework, we need
to say that any can be the antecedent.

However, there are other languages which restrict reflexives anteceded only lay
or only by8. This is unexpected under the inverse mapping theory, since it haaynto
distinguish between the two types of prominence. One example dipleisof language is
Malayalam (Mohanan 1982, Manning 1996), in which onlydhean antecede the reflexive.
This is shown in the following causative and passive examples.

(46) a. Amma kutyekorto aanaye swaam witil wecc
mother.NOM child.INSTR elephant.ACC self's  house at
nulliccu.

pinch.CAUS.PST
‘Mother, made the chilcpinch the elephapat self's.;., house.’

b. Jooryaal meér swartam wiittil wece nullappetu.
John.INSTR Mary.NOM self's  house.LOC at pinch.PASS.PST
‘Mary; was pinched by Johim self,.;'s house.’

On the other hand, in Marathi, the long-distance refleaamancan only take 8 antecedent
(Dalrymple 1993)°

(47) John laa Bill kadun aaplyaa gharii maarle gele.
John ACC Bill by self. GEN house.LOC hit PASS
‘John was hit by Bil| at self's,; house.’

We thus see that languages that limit the antecedent fiExive to be the most prominent
argument of its clause may allow it to be eitieor 6 or both!” The existence of languages that
restrict antecedence to eith@ror 0 provides an argument for a theory like ours, which does not
conflate the two concepts of most prominent argument.

As we predict, even mixed-subject languages display this kind of leehlaer example,
as we have seen above, Inuit requires the antecedent of a refitelxéveithed or Gk (Manning
1996). Crucially, there appears to be no language in which the P argurtranks the A for the
purposes of anaphora, as one might expect under an inverse mapping.a&absien (1994
138-9) puts it:

The important point is that, in reflexives [which use an anapbktainent], if one of the coreferential
constituents is A or S then this will be the antecedent (miaiinggits normal form), while the other
constituent goes into the reflexive formn every ergative language, as in every accusative laeguag
the ‘antecedent’, i.e. the controller of reflexivity is A (or S, whereéixiended to intransitives).

®Dalrymple shows that the accusative-marked NP is the grammaticatsubj

A mismatch betweefl andGr in which the is the antecedent also appears to be involved in cases discuss
by Dixon (1994: 138 fn 34), in which verbs referring to mental processes thlbaiF to be the reflexive and thesa
to be its antecedent. Dixon mentions such cases in Basque, Modek) &rd Dargwa, and notes that the normal pattern
for each of these languages is for theGh)(to be the antecedent. While much remains mysterious about the nature of
thematic roles in psych verbs, it is plausible that theseases like the Inversion construction discussed earlier for
Russian, and the Experlen(t:BJ is thef.
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2.3.2. Switch-Reference

Some languages have a construction that has come to be known imdheéites switch-
reference (sometimes called obviation, as in Cole 1983 and Hale 198Xwitch-reference
system, when clauses are combined there is some morphologicat mdigating whether the
clauses have the same “subject” or different “subjects”. iEhéxemplified in the following
Diyari sentences (Austin 1981), repeated from Chapter 1.

(48) a. Karna wapa- rna  warrayi, jukudu nanda- Iha.
man go- PART AUX kangaroo.ABS kill- IMPLIC.SAME
‘The man went to kill a kangaroo.’
b. Karna-li  marda matha- rna  warrayi, thalara kurda- rnanthu.
man- ERG stone.ABS bite- PART AUX rain  fall- IMPLIC.DIFF
‘The man bit the stone so the rain would fall.’

Similarly, note the following Mojave sentences (Langdon & Munro 1979).

(49) a. ?inYe¢ pap ?- okéor- k ?- sali:- k.
me potato 1- peel- SAME 1- fry- TNS
‘After | peeled the potatoes, | fried them.’
b. ?inYe¢ pap ?- okéorr- m Judy-¢ sali:- k.
me potato 1- peel- DIFF Judy- SUBJ fry- TNS
‘After | peeled the potatoes, Judy fried them.’

Switch-reference marking can also appear in coordination strucases the following
sentences from Maricopa (Gordon 1983) and Lenakel (Lynch 1983).

(50) Maricopa
a. Nyaa '- ashvar- k - iima- k.
me 1SUBJ- sing- SAME 1SUBJ- dance- ASP
‘| sang and danced.’
b. Bonnie- sh ashvar- m - iima- k.
Bonnie- SUBJ sing- DIFF 1SUBJ- dance- ASP
‘Bonnie sang and | danced.’

(51) Lenakel
a. |- im- vin (kani) m- im- apul.
lexclSUBJ- PST-go and SAME- PST- sleep
‘I went and slept.’
b. |- im- vin (kani) r- im- apul.
lexclSUBJ- PST-go and 3sgSUBJ- PST- sleep
‘I went and he slept.’

Switch-reference bears some similarity to control/equi, to be discusséajmeC5, but it is a
distinct construction. The differences are discussed by Hale (1882hdst important is that
in switch-reference, the identity of the antecedent is a promdriyie switch-reference
morphology, while in control there is no overt marking of antecedent.

Following previous researchers (such as Finer 1985, Hale 186Raibe & Wiltschko
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2002), we analyze switch-reference as being essentially anaphoéture. There are several
reasons to take such a view. In the first place, it often disamaleig what would be an
ambiguous anaphoric construction in other langu&gaghe following example from Mojave
(Langdon & Munro 1979), for example, the English translation is ambigudush(ve why the
annotation with referential indices is necessary) while the Mojattersees are unambiguous.

(52) a. Nya- isvar- k ima- Kk
when- sing- SAME dance- TNS
‘When he.; sang, hedanced.’
b. Nya- isvar- m ma- Kk
when- sing- DIFF dance- TNS
‘When he.; sang, hedanced.’

Perhaps a more convincing argument is the possibility of samemnet marking when the
subjects of the two clauses overlap in reference. This use ofrefenence marking can be seen
in the following Diyari examples (Austin 1981).

(53) a. Ngathu nganyja- vi, ngalda diyari yawada
LERG want- PRES we.DU.INCL.NOM Diyari language
yathayatha- Iha.

speak- IMPLIC.SAME
‘I want us to speak Diyari.’

b. Yula wapa- mayi, hgayana nhayi- Iha
you.DU.NOM go- IMP we.PL.INCL.NOM see- IMPLIC.SAME
nhanha.
her.ACC

‘You two go, and we’ll all see her.’

Overlapping reference is also apparent in the following sentence#ife Uto-Aztecan language
Huichol (Comrie 1983).

(54) a. Taame te- hadaza- ka, nee ne- p#.
we 1PL- arrive- SAME | 1SG- leave
‘When we arrived, | left.’
b. Nee ne- haafa- ka, tanait te- peki.

I 1SG- arrive- SAME together 1PL- leave
‘When | arrived, we left together.’

The use of same marking with overlapping reference is not obligataljfanguages, as shown
in the following Mojave sentence (Langdon & Munro 1979).

_ 8This is not to say that the function of switch-referendésiambiguation. As Finer (1985) points out, if it were
just a disambiguation mechanism one would not expect it tedpgred in situations that are unambiguous. It is an
anaphoric mechanism.
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(55) ?- iva- k /' m John mat  ?- kunav- m.
1- arrive- SAME / DIFF John RECIP 1-talk- TNS
‘When | arrived, John and | talked together.’

In the Benue-Congo language Gokana (which marks same-subject but exandiffubject),
same-subject marking is optional if the (third-person) subordinatecsulnptudes the matrix
subject, and impossible if the matrix subject includes the subordinate subject.

(56) a. A ko ba do- .
he said they fell- SAME
‘He; said that they fell.’
b. Aé ko ba do.
he said they fell
‘He; said that they fell.’

(57) a. Ba ko a do.
they said he fell
‘They,.; said that hg fell.’
b. *Bae ko a& do- &
they said he fell- SAME

Despite the different implementation in different languages, th&lplity of same-reference
marking for overlapping reference is a clearly anaphor-like propestyitch-reference systems.
Finally, the existence of markings for coreference and disjdetergce with an element which
is structurally close is reminiscent of the reflexive/nefteive pronoun distinction in anaphoric
binding.

Note that we are not claiming that the switch-reference morplgemecessarily itself a
kind of incorporated pronoun. In the different-reference sentences riy ¢daaot a pronoun as
there can be overt subjects in the subordinate clause. Even in $areaaeclauses, while overt
subjects are less common, they are attested, as in the Digampkes in (53). Instead, switch-
reference defines anaphoric possibilities for the subject, aatdbisst optionally pronominal
itself. In this respect, switch-reference is similar toeagrent, which can also be optionally
pronominal. We thus agree with Haiman & Munro (1983), who suggest thahgseference is
an agreement-like construction.

The crucial question concerning switch-reference is whatasitiy “subject”. If switch-
reference is a kind of anaphora, we would expect some combinati@inafd6 to be the
relevant concept. That switch-reference marking can inbohas been demonstrated by Farrell,
Marlett, and Perlmutter (1991) in their discussion of switch-raterén the Hokan language
Seri. They show that in passives, it is byephrase which counts as subject, not the Patient
argument. (In Seri, same-reference is not overtly marked.)

(58) a. M- yo- a&-  kasni kokasni 0 m- t- &o ma /*2.
2sgSUBJ- DIST- PASS- bite snake a 2sgSUBJ- REAL- see DIFF
‘You were bitten, after you had seen a snake.’
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b. ?p- po- a?r- kanita- /*D-y  Ip- si- a?a
1sgSUBJ- IRR- PASS- bite DIFF- TNS 1sgSUBJ- IRR- cry
ta= ?a.
AUX= DECL

‘If 1 am bitten, 1 will cry.’

To be more precise, we predict that the antecedent, the elentleatinmarked clause, will be

Gr orf. We make no prediction about the anaphoric element in the marked tiausst cases,

it is also some combination GF and0; in fact, it is the same as the antecedent. This is plausibly
a result of functional pressure for parallelism. However, if switcheater marking is similar

to agreement, we would expect other possibilities. One exampsystiean in which the element

in the subordinate (marked) clause is not limitedl t8 Gokana (Comrie 1983), in which the
antecedent is limited to subject, but the element in the subordiaase can have any function.

(59) a. Ak & do- .

he said he fell- SAME
‘He, said that hefell.’

b. A¢ ko 00 div- e e.
he said you hit- SAME him
‘He, said that you hit himi

C. A¢ ko 00 ziv- & a gia.
he said you stole- SAME his yams
‘He, said that you stole higams.’

In mixed-subject languages, we would expect the A of a tre@sitause to be the
antecedent “subject” for the purposes of switch-reference marking, not the P iSteeaxof
switch-reference marking in mixed-subject languages is contialdigt one convincing case
is the Dyirbalurra construction. The suffiyurra , which replaces tense inflection, goes on the
verb in a clause if its S/P is identical to the A in the previolause and if the action of the
second clause is immediately after the action of the fieise. The suffix replaces tense
inflection. The nominal in the second clause is optionally preséstnibre commonly omitted
(Dixon 1972: 77-8).

(60) a. Bala yugu bggul yara-ngu mada- n (bayi yara) wayjir  gurra.
IV stick LERG man- ERG throw- NFUT |  man go.uphill- IMM.SAME
‘The man threw the stick and then he [immediately] went uphill.’

b. Balan jugumbil bagul yara-ngu balga- n (bayi yara) Ipgul gambaru

I woman |LERG man- ERG hit- NFUT | man LERG rain.ERG
biji-  purra.
punch- IMM.SAME
‘The man hit the woman until the rain started to fall on him.’

Dixon (1994: 167) resists the analysisyofra as a switch-reference marker. He states that
switch-reference systems have two markers: one for same-sajeane for different-subject,
and that Dyirbal has no different-subject marker. However, as caehén the above examples,
not all systems have two contrasting markers. He also arguesvilieh-reference marks
sameness or difference of reference for the same elemenhiol@oses, while withurra it is



51

the A of the first clause and the S/P of the second clause. Here again, Dhaa&erization
of switch-reference appears to be too narrow. The faeythiea can optionally cooccur with an
overt argument makes it look very much like a switch-referencerogatien, and it is not clear
to us what alternative analysis it could be given. Crucially for the issqwandt the antecedent
of the yurra construction is the A argumefitThis is as we predict, and rather unusual for
Dyirbal, where S/P relations predominate in cross-clausal premanThe rarity of switch-
reference in mixed-subject languages is not problerffatia; discussion of switch-reference in
Chapter 6 leads us to expect that there will be few mixed-4bjamiform-subject) languages
with switch-reference constructions. The limited evidence thateagrees with the consensus
in the typological literature that switch reference operalesg “accusative” rather than
“ergative” lines; i.e. subject is S/A, not S/P (Palmer 1994, Dixon 1994).

The switch-reference construction behaves the way we would eapeahaphoric
construction to behave. The targeted element is the “subject” in the sense afiedh@r

2.4. Summary

In this chapter, we have explored the nature of subjecthood from thgeptive of
argumenthood. We have concluded that one aspect of subjecthood is thesierpreshe
highest-ranked argument of the verb as a core argument. The “sufjetfhatical function
which is involved, which we have dubbéd, displays properties relating to the hierarchical
nature of argument realization. The propertiesiofollow from the functional nature afk:
properties resulting from the alignment of the relational hibganith other hierarchies (Agents
asGF; GF as default topic); properties based on a hierarchical effepeaffication of argument
properties (null pronouns; imperative addressee); and binding-theorgigripge (anaphoric
prominence; switch-reference target).

In this respect, there is no difference between uniform-subjeatdgeg and mixed-
subject languages. We thus reject the idea (Marantz 1984, Manning th8®@here are
languages with an inverse mapping system, in which the hierdrakiaions between
arguments are reversed in the a-structure—f-structure mappirty.aBuaverse mapping is
conceptually undesirable in any case, since the usual tendency ingamgta prominences at
different hierarchies to align with each other.

“The coreferential element in thgurra-marked clause is S/P, not A, but as we have observed, thg theor
plr)oposed here does not predict that the element in the switmlemeé clause must be A; see the discussion of Gokana
above.

Zanother possible case is the Eskimo languages, which havesaumtion which is sometimes identified as
switch-reference, e.g. by Finer (1985), the so-called fourth peffsarHwever, it differs from switch-reference in that
it is not limited to adjacent clauses. (In addition, the subomgipasition need not be a subject; as we have seen,
however, this is not an absolute requirement for switch-neder A more plausible analysis, which we have followed
above, is that the verbal affix in question is an incorporated reflexive (Mad6806). In any case, the antecedent for
the Eskimo fourth-person is rot P, so if it is a switch-reference construction it conforms to ourgpicadi
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CHAPTER 3

PIVOT

3.1. The Pivot Function

3.1.1. The Concept

In the previous chapter, we examined the concept of subject frompetrspective of
argumenthood, and concluded that the subject is the most prominent corerdrgtiine verb,
GF. We saw that some subject properties, specifically those thdtaezidy uniform-subject
languages and mixed-subject languages (Type 1 properties), aagnedpby this view of
subjecthood. These are properties which are based in one way or amother relational
hierarchy of argument functions: the alignment of the relationedtaigy with other hierarchies
(agenthood, topichood), the specification of properties of arguments byatevéd (null
pronominals, imperative addressee), and anaphora (anaphoric prominence, switchekefere

However, we still need to account for the Type 2 properties, thetbaesliffer in
uniform-subject and mixed-subject languages. These properties are the following.

Q) a Shared argument in coordinated clauses
Controlled argument (PRO) (in some languages)
Raising
Extraction properties
b. Obligatory element
Definiteness or wide scope
“External” structural position

These “subject properties” differ from the ones discussed in thimpsschapter. The properties
of GF are the result of the status Gf as an argument in hierarchical relation with other
arguments: they are relative properties which are, in someaidgeg, shared with other
arguments. The properties in (1) are related neither to argumemtbotal hierarchies. They
have nothing to do with hierarchies because they are unique properissgie distinguished
element in the clause. They have nothing to do with argumenthood bebaysard not
properties that relate the “subject” to a head that sele@iitherefore would not expect tGe
function to result in these properties; they must be the consequencefefentirammatical
function. The fact that these properties characterizéeaeift element from the argument-related
properties in ergative and Philippine-type languages reinforcesahelusion that these
properties do not follow from the nature of the functin

We propose that the Type 2 properties are associated with a gtiaairfunction which
we callpiv (pivot), loosely following Foley and Van Valin (1984) and Dixon (1979, 1994).The
familiar concept of subject in uniform-subject languages is dmuamalgam of two distinct
grammatical functionsGr andPiv. The realization that there is more to subjecthood than
argumenthood has led some researchers in LFG (such as Bresnan 2fisE)tbassify theusJ
function as a grammaticized discourse function, but the Type 2 preeiao more discourse
related than they are argument related. We therefore do not cansitiebe a grammaticized
discourse function. We need to take a closer look atitheelated properties to determine the
nature of theriv function.

We begin our discussion of thes function by considering the properties in (1a), which

53
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we take to be the core propertie®nf. These properties relate to the sharing of a single element
by more than one clause. In the coordination construction in question, an argaisiared by

the coordinate clauses. In control and raising constructions, the raasecnd subordinate
clause share an argument. Since extraction is often long-distaoss;clausal sharing of an
element is often a factor in extraction constructions as wadis@ properties are inherently non-
local, and lead to the conclusion thatkhefunction is the function of cross-clausal connections,
or cross-clausal continuity.

(2) Thepriv is the element with the function of connecting its clause to other clauses in the
sentence.

This function is unrelated to questions of argument realization. Ittnigasts sharply with the
GF function discussed in the previous chapter, and is not inherently related to it.

We will have less to say about the properties in (1b), whickake to be secondary
properties. Unlike the (1a) properties, these properties do noteigatents of different clauses.
However, they are similar to those otlrer properties in that they are not related to argument
hierarchies either. Instead, they seem to be based on the notidrethatis a distinguished
element of the clause, with properties beyond being in a particuléiopasn the relational
hierarchy. There is also a topic-like quality to some of these giregan particular definiteness
and wide scope. We will discuss these properties briefly later.

In order to understand tirev function better, we begin by noting that the grammatical
functions generally assumed in theories like LFG (as in, famgie, Bresnan 2001) can be
divided into three groups:

3) a Argument functions: local, selected by predicate
GF
OBJ
OBJ, (Or OB Or OBJ,girecd
OBL,
COMP, XCOMP, etc.

b. Adjunct functions: local, not selected by predicate
ADJ, XADJ, etc.

C. Grammaticized discourse functions: not local, related to discourse
TOPIC
FOCUS
etc.

Of these, the argument and adjunct functions are local in their schpgfahction to express
relations within their clause, and they are locally licensed. Argumentdascdre licensed by
being selected, and adjuncts by modifying meaningful elements. The grameuatiscourse

functions €ocus TOPIC, etc.), on the other hand, relate otherwise-licenced elementddmge

discourse within which they are embedded. That is to say, all elsmme locally licensedput

A possible exception to this can be found in a subset of whedaugtimes known as topic-oriented languages.
We will discuss this briefly in Chapter 6.
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an argument (or adjunct) can be assigned an additional, not locallamgl function. This is
reflected in LFG’s Extended Coherence Condition (and in tranatosnal notions such as
D(eep) structure and Mergetgposition, which give argument “positions” a special status). This
property of the grammaticized discourse functions is capturedwartyowell terminologically

in RG, where these functions are referred to as overlay functonsldtions). We will follow

the RG terminology here.

Something is missing from this set of relations expressedabyrgatical functions. We
have grammatical functions that are local to the clause in \linegtare located and grammatical
functions that relate a clause to the larger discourse. Whaéevae not to have is a function
expressing the relation between elements of a clause andnteacse (i.e. largesyntactic
structure) of which it is a part. It is this gap that we proposse evith the functiomiv. The
PIV is a kind of sentence-internal topidust as a discourse topic (represented syntactically in
many languages as the grammatical functimrc) identifies a single participant as the common
thread running through a discourse, #heis the common thread running through clauses that
make up a sentence. Every clause in a syntactic structure (sentence) wilPhave a

As we conceive of it herelv is an overlay function, but crucially not a discourse
function. There is nothing inherently discourse related abowtithdt relates exclusively to
syntactic properties. In this sense it is sui generis, although, as #yduaction, it is related
to the discourse functions.

3.1.2. Formalization: The Pivot Condition

In a formal theory like LFG, the idea tav is the function of syntactic cross-clausal
continuity needs to be expressed in terms of the technical concdpgraimework. It is the role
of the formalism to provide a precise expression of intuitions afiigtig analysis. This formal
instantiation will play a major role in our understanding of the properties of

As we saw in Chapter 1, the major formal tool for expressiagjoek between elements
in LFG is the functional constraint, annotated to phrase structussorudecoded in the lexicon.
It was noted in passing in Chapter 1 that these functional consttagimate paths through the
f-structure. To take an example from the previous chapter, if anaudaes the information that
its object is a (covert) pronoun (that is to say,@Be has the attributerep with the value
‘PRQA), this is expressed formally through the following constraint in the verb’sdesidry.

(4) (T oBJIPRED= ‘PRO

The parenthesized expression on the left side of this equation dafipath through the
f-structure, where® represents the local f-structure where the path begins:

(4)

In early LFG (Kaplan and Bresnan 1982) it was proposed that suchbeaihsted to

?In class lectures on this material, | have anthropomorphizembtizept and referred to the as the clause’s
ambassador to the rest of the sentence. | think that thipiheetactually goes a long way towards explaining the concept
and some of its consequences.
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a length of 2, by what was called the Functional Locality Conditiors ifleia was subsequently
abandoned with the advent of the formalism of functional uncertaintygKapld Zaenen 1989)
for licensing long-distance dependency constructiofise abandonment of the Functional
Locality Condition, justified though it was, has left LFG with nonfiai expression of the
intuitive idea that arguments are beholden exclusively to the pteslich which they are
arguments. Thelv function allows us to return to the intuition that the theory needgress
this.

The core of Kaplan and Bresnan’s Functional Locality Condition isdba that a
functional expression should not be allowed to directly specify propestien argument
function in a lower or coordinate clause. As suggested in the prgwaoagraph, this follows
from the nature of argumenthood. Arguments are selected by their lodiabpes. As we saw
in Chapter 2, the properties of arguments can be determined bypta¢piedicates. Arguments
are strictly local in their scope. A formal theory based on graftical functions should express
this.

Thepriv function is not an argument function, and therefore is not localsoafze. It is
an overlay function, a second function assigned to a locally licersmém=. Assigning theiv
function to an element which bears an argument function provides a fEsozgle hatch to the
locality of arguments: it allows higher clauses to specifgrmftion about it. We propose to
formally restrict functional designations in such a way thabtthgway to refer to a function in
a lower or coordinate clause is through the funatignWe refer to this as the Pivot Condition.

The Pivot Condition needs to constrain two types of paths: the path ifrearda
superordinate argument domain to a subordinate one (argument or adjunct), artl fiteerpat
one conjunct of a coordinate structure to the other. The former cabe shown schematically
as follows:

(5)

A functional constraint associated wiftbannot refer to a noprv function insideg: it cannot
assert its identity to an elemenffior specify any features for it. It is crucial tigdie a distinct
predicate-argument domain; we do not want to rule out referensay, the object of a non-
predicative “Case-marking” preposition by a designator sucH ami(, oBJj). The formal
statement will therefore have to distinguish argument-takirEps. The second kind of path is
illustrated by the following f-structure and corresponding c-structure.

N e
LA A

Here, the restriction will be against a constraint assocwatbd referencing a nortv element

3we will discuss long distance dependencies in Chapter 4.
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of i, and against a constraint associated wigetierencing a nortv element oh. We can think
of a path fromh into i or fromi into h informally as a sideways pathizormally, we want to
restrict the form of a path stated in terms of “f-structelement corresponding to the right
sister"—¢p(#>)—or “f-structure element corresponding to the left sistepi<¥). We include
both an informal version of the Pivot Condition and a formal version.

(7)  The Pivot Condition
informal statement:
A path inward through f-structure into another predicate-argument damsigeways
into a coordinate f-structure must terminate in the function

formal statement:

& 0
(— PREDARQL) '’
(d(<*...By)) or (... B y)), if B is a grammatical function and eithex ory is a
feature,p = PIV

In a functional designation of the fori (..c.... B y) where r

The Pivot Condition is the formal statement of the functional rofevofit plays a major role
in pivot properties, because it restricts reference from oneedlaadower (or coordinate) clause
to theriv of the lower clause.

3.2. Uniform Subjects and Mixed Subjects

The foregoing says nothing about which element of the clausers/thénlike theGr
function,PIv is not part of a hierarchical system which is associatddamother hierarchical
system. Sincerlv is an overlay function, and thus subject to LFG’s Extended Coherence
Condition, it must be an element which is also locally licensech@htng else follows. We are
thus led to expect that different languages will make diffedesites about which element is the
PIVv. We already know that this is true, sirrie properties (Type 2 subject properties) are
associated with different elements in different languages.i§bat differentiates uniform-
subject languages from mixed-subject languages.

One very common assignment of th function is to identify it with theGk. In
languages which make this identification, every verb will havediieAfing predictable lexical
specification.

8) (Tev)= (T6F)
This is the assignment which defines what we have been reféaiag uniform-subject

languages. It appears to be the unmarked assignment, perhaps lteeabaaces the high
prominence of the&F argument by assigning it a different kind (albeit not hierasadhiof

. “The term “sideways” is perhaps not the most felicitous fais the visual orientation of c-structure rather than
-structure.

®The off-path constraint checks for argument-takiRgos only. The notation comes from Kaplan and Maxwell
(1996), and checks for the presence of a first argument in the valuerefethieature.
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prominencé.lt results in a single element, the “subject”, which has botfutheion of6F and
the function ofpiv, and thus one element with “subject properties.” Because thHie B\
identification in familiar European languages, it has led to lingidin that subject is a universal
of language.

However, nothing requires the identificationro¥ with Gr. Sincepiv is not part of a
hierarchy, there is no hierarchy-alignment involved here as tharhestopicality and agentivity
of Gf. If a different element is assigned the function, the result is what we have been calling
a mixed-subject language. In such a language, there is no singleeldmeh can be referred
to as subject in the traditional sense, since the traditional coofceylbject is an entity which
is bothGr andpriv. One type of mixed-subject language is the syntacticalbtigeglanguage;
in such a language, tieev is theosJif there is oné.

(9 (ToB) = (Trv)= (ToB)

This is what results in the mixed character of the subject pgiegpen syntactic ergative
languages: in a transitive clause those properties which anseguence of th@& function will
be properties of the A argumed] while those which are a consequence ofrtlidunction
will be properties of the P argumes().

The difference between uniform-subject languages and mixed-su#rjgatiges can be
illustrated with f-structures of corresponding sentences in thiypee of languages. We showed
in Chapter 1 that Inuit is a mixed-subject (syntacticallytergplanguage, with the P argument
displaying Type 2 subject properties (extractability and wide 3coe present here the
f-structure of an Inuit sentence (from Marantz 1984) and its ttésrsiato English, a uniform-
subject (nominative-accusative) language.

(20) Inuit
a. Anut- ip arnaq taku- vaa.
man- ERG woman see- IND3sg3sg
‘The man saw the woman.’
b. GF “man’]
oB)  [‘woman’]
TENSE PAST TN
PRED ‘see< (310 OBJ)> >
PIV — |
(11) English
a. The man saw the woman.

®I'd like to thank Chris Manning (personal communication) for suggestingaiis.

"Otherwise, it is théF. | assume this is a result of the need fortkeo be identified with something, and the
GF being the only available element. The double-shanked arrow here is a condifigiab)) exists, then ...”".
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b. GF “man i
OBJ [“womjlm
TENSE PAST
PRED ‘see< (310 OBJ)> >
‘/

PIV

The arguments map to the same grammatical functions in thartgudges: the Agentd and
the Patient i®BJ. The only difference is the identity of they.

In Philippine-type languages, the lexical marking on the verb is gegday the “voice”
morphology. As we showed in Chapter 1, the nominative nominal ideireeet with Type 2
subject properties (such as extractability and accessibility to rgisimgXhus it is theiv.

(12) with “Active voice” morphology: Tev) = (T GF)
with “Direct object voice” morphology:  T(PIv) = (T 0oBJ)
with “Indirect object/locative voice: APIv) = (T OB, irecd)
with “Instrumental voice” morphology: ~ T(PIv) = (T OBL,g)
etc.

Consider the following sentences from Schachter (1987: 941):

(13) a. Mag- aalis ang tindero ng bigas sa sako para

ACT- CNTMP.take.out NOM storekeeper ACC rice DAT sack for
sa babae.
DAT woman
‘The storekeeper will take some rice out of a/the sack for a/the woman.’

b. Aalis- in ng tindero ang bigas sa sako para
CNTMP.take.out- DO ERG storekeeper NOM rice DAT sack for
sa babae.
DAT woman
‘Althe storekeeper will take the rice out of a/the sack for a/the woman.’

C. Aalis- an ng tindero ng bigasang sako para
CNTMP.take.out- 10 ERG storekeeper ACCrice  NOM sack for
sa babae.
DAT woman
‘Althe storekeeper will take some rice out of the sack for a/the woman.’

d. Ipag- aalis ng tindero ng bigassa sako ang babae.
BEN- CNTMP.take.out ERG storekepper ACC rice  DAT sack NOM woman
‘Althe storekeeper will take some rice out of a/the sack for the woman.’

For each of these sentences, the lexical entry of the verb and the full f-staretas follows.
(14) a. magaalis (T PRED) = ‘take-out((T GF)(T 0BI)(T OBkyyd(T OBLge))

(T TENSE) = CONTEMP
(T rPiv)= (T 6F)



PRED

TENSE
PIV

GF
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‘take-out( (" GF)(" 0B)(" OBg,)( OBlg,,) |
CONTEMP

[“storekeeper]’B

0OBJ
OBJ

Source

OBL

Ben

b. aalisin:

PRED
TENSE

PIV
GF
OBJ

Source

OBL

Ben

C. aalisan

PRED
TENSE
PIV
GF
0OBJ
OBJ

Source

OBL

Ben

d. ipagaalis:

PRED
TENSE
PIV
GF
OBJ

OB‘]Source
_OBLB%

OB ~——0____

[“rice” ]
[“sack’]
[“woman”]

(* PRED):‘take—out<(T GF)(" oy oBg,,..)( OBlaen)>’

(T TENSE) = CONTEMP
(TpPv)= (ToB)
‘take-out( (" GF)(' 08I 0By )( OBly,) ]
CONTEMP
[“rice”
[“storekeeper]

[“sack”]
[“woman”]

(T PRED) = ‘take-out((T GF)(T 0BI)(T 0B, d(T OBLge))’

(T TENSE = CONTEMP
(tPiv)= (T oBY)

‘take-out (" GF)(" 0BI( OBdyee ) OBly, )’
CONTEMP

sack”]
storekeeper]
‘rice”

[‘
[:
[:
[:

‘woman’]

(T PRED) = ‘take-out((T GF)(T 0BI)(T OB,y cd(T OBLge))

(T TENSE) = CONTEMP
(T Pv)= (T OBLg,)

‘take-out( (" GF)(" 0BY(" OBdye. ) OBly,,)’
CONTEMP
[“woman”
[“storekeeper}
[“rice” ]
[“sack’]
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Under the theory proposed here, then, there is a natural accotim tyfpological
distinction between the uniform-subject languages and the diffeqees bf mixed-subject
languages. The difference is not, as in Inverse Mapping theamidee mapping of the
arguments, but rather in the assignment obthéunction to an argument. The unity of “subject”
seen in uniform-subject languages is something of an illusion—a comsequé the
identification ofPIv with GF. GF andpPIv are not types of subjects, or subclasses of the larger class
of subjects. The split of subject properties in mixed-subject languages isaneating of the
nature of the properties and the functions from which they derivel, lb@rarchical,
argumenthood properties are propertiegoihile cross-clausal properties are properties\of

3.3. Pivothood and Constructions

3.3.1. Types of Constructions

The concept of pivothood which we have developed here owes much to previous work
in the typological and functionalist literature, especially Dixi#9d). However, owrlv differs
in one crucial respect from the pivot of these other researchedsr bur conception, the choice
of PIv is determined by the grammar of the language: pivothood is a |asgudg concept. In
this respectpIv is no different from any other grammatical function. However, the typabg
and functionalist literature often takes pivothood to depend on the construction invol\ed, wit
different constructions using different pivots. For example, DixorA1BBb) states that “[sJome
languages combine S/A pivots and S/O pivots” and refers to themesaibpivot languages. Van
Valin and LaPolla (1997: 275-278) are very emphatic about this.

A very important feature of the concepts of controller amdtgs that they exist only with reference
to specific morphosyntactic phenomena, and each gracaEttenomenon may define one controller
and/or one pivot....Pivots are construction-specific...

Moreover, as we said above, controller and pivotanstruction-specififemphasis in the original].
The usual notion of subject in syntactic theory, on the other handt iconstruction-specific but
rather is a feature of the grammatical system as aewhRot this reason one does not talk about ‘the
subject of finite verb agreement’ or ‘the subject of the matrdéirgpconstruction’, since subject is
not a construction-specific notion; rather, one can talk alsuliject in English’ or ‘subject in
Malagasy’, etc. Conversely, one does not speak of, for exaftipdepivot of English’ or ‘the
controller of English’, as there is no such concept. We canspelgk in terms of the controllers and
pivots of specific phenomena or constructions, such as ‘the contbflaite verb agreement’ and
‘the pivot of the matrix coding-construction’ in English.

In contrast to the position expressed by Van Valin and LaPollalawve that there is such a
thing as the pivot of English/Dyirbal/etc. The grammar of Englgintifies theriv as being a
second function borne by th&, the grammar of Dyirbal identifiesiv with oBJ, and the
grammars of some languages supply a tool (such as verbal morphotbgyRhilippine-type
languages) to assign thes function. We address the issue of alleged multiple pivots in this
section.

We believe that the typological/functionalist approach is based osuaderstanding
of the concept of construction in cross-linguistic stu@ur approach is based on a mixed
formalist/functionalist perspective combined with the paralldliggcture of the formal system
we are assuming. From the functionalist perspective, we canfydardonstruction with the

o 8This misunderstanding is not limited to researchers in thedgjmall and functionalist traditions; one also finds
it in much work in formalist frameworks. See the next footnote for an exampl
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effect one wants it to have. We can call thisational construction. For example, every
language needs some way to distinguish the two major partigiparst transitive clause.
However, the formal linguistic system provides different wiyschieve this effect: Case
marking, word order, verbal agreement markers, relative animacgpamd Formally, these are
distinct devices which have little or nothing in common with each dtieican refer to a formal
device as &ormal construction.

It should not be controversial that notional constructions and formairgotisns are
distinct. The case discussed briefly in the previous paragraptiatiaely straightforward case.
We will discuss one more example before returning to issues ohpmbt Suppose one wishes
to express a transitive sentence with a generic (or arbitkgent.“Transitive sentence with a
generic Agent” is a notional construction. Different languagesdifferent formal tools (i.e.
different formal constructions) to express this. For exampl&niglish one would use the
passive, in Spanish the reflexive, in French a generic subject pronoimHsidew (a language
in which subjects must be overt in the present tense, and bgnethe third person in all
tenses) a (third person) plural verb form with no overt subject.

(15) a. English
English is spoken in America.

b. Spanish
Se habla espml en México.
REFL speak.PRES.3SG Spanish in Mexico
‘Spanish is spoken (lit. speaks itself) in Mexico.’

C. French
On parle fragaisa Paris.
one speak.PRES.3SG French at Paris
‘French is spoken (lit. one speaks French) in Paris.’

d. Hebrew
Medabrim ivrit be Yisrael.
speak.PRES.M.PL Hebrew in Israel
‘Hebrew is spoken (lit. [they] speak Hebrew) in Israel.’

These four languages exhibit four different formal constructionstifer same notional
construction.

This distinction between notional and formal constructions is alscargleve claim, for
constructions that are potentially pivot related. Phefunction is part of the formal syntactic
system; more specifically, the Pivot Condition is a resprcon the form of formal syntactic
constraints. Sensitivity to pivothood is therefore a property of fomoaktructions. It is
inappropriate to define constructions notionally for the purpose of idewifyvots, as is often
done in the functionalist and typological literature. In the coming ehspte will take a detailed
look at long-distance dependency constructions and especially controlicboss, where the

~ ®%In some formal theories of syntax, particularly those inGB#MP tradition, many of the methods used to
distinguish the major participants in a transitive clausesabsumed under “Case marking.” This is an example of
formalist conflation of notional and formal constructions.
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availability of more than one formal construction obscures the Wasis about subject
properties. At this point, we will take a look at shared elemartsordination. Consider the
following contrasting sentences in English and Dyirbal (Dixon 1994: 15).

(16) a. English
You saw us and returned.
='You saw us and you returned.’

b. Dyirbal
NYurra pana- na bura- n banagatun
you.all.NOM we.all- ACC see- NONFUT return- NONFUT
='You saw us and we returned.’

This contrast has often been cited (e.g. Comrie 1989, Dixon 1994, Palmead 89#jence that
English has an S/A (uniform-subject) pivot while Dyirbal haSAh(mixed-subject syntactically
ergative) pivot. However, a closer look reveals that the situatimolie complicated. Give the
formal tools of LFG, there are at least three formal waysdnjoined clauses to appear to share
an element. Of these three formal constructions, only one isigerisitpivothood. We will
illustrate the three possibilities using the English sentencehandeturn to the question of the
correct analysis in English and Dyirbal.

One possible formal construction is subclausal constituent coordinatioh, as
VP coordination?

a7) S
/\
[l)P /VIP\
you VP and YP
\ DP
[ !
saw us returned

Under the LFG theory of coordination (Sadler 1999, Dalrymple andaka@000, Dalrymple
2001), coordinate structures are functionally sets. Some attrivhtels belong to the whole
coordinate structures (including grammatical functions) are ldigéil over the conjuncts (that

is to say, they are parts of both elements of the set). Thetoendtj, you], which happens to
bear the grammatical functiev, is distributed over the two conjuncts. The two clauses thus
share therlv, but not because of any functional properties ofrthie VP coordination is the
result of c-structural properties—the ability of VP to be coordatas licensed by a phrase
structure rule such as the following.

Following some analyses in LFG, we assume here, and throudtadiniglish sentences without auxiliaries
(or with inverted auxiliaries in C) are S rather than IP.deeawho would prefer to see IP in the tree are welcome to
make the appropriate substitutions. For some conceptionastituent structure, the sentence in question might be better
analyzed as toordination rather than VP coordination.
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(18) vP — VP CONJ VP
= el

The function-sharing between the two clauses is merely a conseqoiettoe c-structure
properties of the language. Since, in English (and many other langbagest universally),
pivots have an external structural position, it is possible to coordioagtituents in such a way
that the pivot will be shared. But pivothood (in our sense) is not diregtlicated in constituent
coordination. In fact, a topicalizemBJ can also be shared.

(19) This kind of salad, | like and you hate.

This formal construction, as a structural (not functional) construgsitim)s not pivot-sensitive.
A second possible formal method of achieving the result of not haviegéatra shared
element in both conjuncts is to use some anaphoric device, such aspaonolin or an
incorporated-pronoun agreement form (for the distinction between thes#, aviei normally
both called pro-drop, see Chapter 2). Under such an analysis, the ndrcamijiencts have a
pronoun which is coreferential with an element in the first conjtmgtgver, this pronoun is not
an overt pronounced element. This can be represented in the framewnneddsere as the
c-structure—f-structure pair (20), or in conventional c-structure-centric ¢éiseasi(21).

(20) a. S
[iP P YP
you Y/\TP \Y,
I
saw us returned
b. B B 3 h ] ]
you
PV [INDEXi
GF
TENSE PAST

PRED ‘see< GEX0 OBJ)> ’
_OBJ [niJJSEx j}

PRED ‘PRO
PIV .
INDEX |

TENSE PAST
PRED ‘return <(T 6F)>’
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(22) S
s/m S
VP
|
Y \/
I
returned

In an anaphoric construction like this, there is no actual sharingmokels in the syntax; the
elements in the conjuncts are merely coreferential, and the sharing isrtargtis rather than
syntactic. From the perspective of the notional construction, the distinaetween syntactic
sharing and coreference is irrelevant, but formally the propativery different. Pivothood
is completely irrelevant here. As discussed in Chapter 2, the pidgsiba true null pronoun is
governed by the relational hierarchy and the availability of incorpdrabnouns is based on the
language’s agreement system. This is therefore a second achi¢ve the result of only naming
a shared element once without using a pivot-related construction.

Onthe other hand, itis also possible to achieve the shared-argustienal construction
through a constraint directly licensing a single syntactioetd as having grammatical functions
in more than one clause. Essentially following Dixon, we willerefo this kind of
multifunctionality of a single syntactic element in coordinatiodhasning. Schematically, this
would involve a phrase structure rule such as the following, wheretlasfiormal statement of
the Pivot Condition, ¢ (<¥’ means ‘the f-structure corresponding to the left sister’ r(e>)’
means ‘the f-structure corresponding to the right sister’.

(22) s—» s CONJ
del (d(<*)GF) = (¢(*>) GP) ieT

The two functional designations in the constraint associated witlotienction are subject to
the Pivot Condition. Only theiv function may be specified at the end of a path in a subordinate
or coordinate clause. (22) thus reduces to (23).

(23) s—» s CONJ
del (d(<*)PIv) = (b(*>)PIV) ieT

This licenses sentences with c-structures and f-structures that look lilkddiagnig.
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(24) a. S

.——”””ﬂ::\\“-.

S and S

PN |
i /\T I°
you P \

f |
saw us returned
b [ (Tey [“you” 1]
é\F N
TENSE PAST

PRED ‘see< (T er) (1 OBJ)> ’

oB) [‘us”
- %

[ Piv —
CE I
TENSE PAST
PRED ‘return <(T 6F)>’

In a language which uses the chaining construction, unlike the othesratouctions, elements
shared across coordination will be pivots.

3.3.2. Distinguishing formal constructions

Given the distinction between formal constructions and notional constructiosanwe
now turn to constructional properties. The properties of a construction in a patéoglaage
are a consequence of both the notional identity of the construction &mahigd identity. It is
often easier to determine the notional construction than the formdrwtitn, because the
notionally related properties are generally easier to ideifiya proper consideration of the
question of multiple pivothood requires us to distinguish between formal constructions.

A closer look at some of the other characteristics of the laeguféen helps tease them
apart. Consider our example of the different formal constructions which can be usatize
sharing across coordination. In the case of English, a VP coordinatigsiaappears to be the
right one. The anaphoric analysis is clearly wrong for English: subject agmeantnglish is
anti-pronominal. Coordination is very free in Engliahy constituent can be coordinated. The
grammar of English includes a rule of the form:

(25) x" 5 X" CONJ X"
let let

“Note the curved lines in the f-structure: the f-structure efernorresponding tgou has four different
functions.
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Given the ease with which constituents of any category can coadingnglish, it would be
very surprising if VPs were unable to coordinate, rendering the VP cododiaaialysis more
plausible than the chaining analysis. But if this is true, sharie¢gaients across coordination
in English does not constitute evidence for pivothood, contra Dixon (1994). In Dyirbal, on the
other hand, a pivot-restricted chaining analysis appears to betc@woecdination of VPs (or
any other subclausal constituent) is not a possible analyses) tlie order of elements: the
unshared ‘you’ is farther from the verb than the shared ‘us’, so thedsbment cannot be
structurally highet? That is to say, there is no constituent that could be coordinated. fioaddi
Dyirbal does not allow free subclausal coordination the way Endbss (Dixon 1972). An
analysis in terms of null pronouns is also untenable for DyirbalbBlyallows null pronouns
only for transitiveGr (A), not foroJ or intransitiveGr (S) (Dixon 1979), so a sentence like
(16b) cannot involve a null pronoun. Unlike English, then, argument shiagogrdination does
seem to be pivot-based in Dyirbal.

We can illustrate the kinds of properties that formal construchiase by comparing
multifunctionality constructions (like chaining) and null/incaigted pronoun constructions: two
of the three formal constructions that can be used for the notionaluiiwst of sharing across
coordination. As we will see in Chapter 5, these two formal construcreraslso involved in
(at least some types of) control constructions. It is easgtwlsgthese two formal constructions
should be in competition to express the same notional constructions. Bdthclomss provide
a way to avoid using an extra nominal phrase to mention an elemetht,oesulting in a more
economical expression. Both constructions involve the sharing of an elem#re case of
multifunctionality directly in the syntax, and in the case of mdtrporated pronouns at a
semantic/pragmatic level incorporating a representation oferefer However, despite their
notional similarity, the two constructions are formally differdifte difference results from the
fact that multifunctionality is a purely syntactic constructiohjlevanaphora (overt or covert)
involves the interaction of several components of the grammaemnete(semantics/discourse),
information structure, and thematic roles, as well as syntax. In fact, one oartlagthe role
of syntax in anaphora is relatively small. One of the chaiatitar of syntax is that it tends to
be more rigid in its requirements than other components of languagpurehgyntactic nature
of sharing as opposed to the largely non-syntactic nature of anaphora theeHogsthat one
would expect sharing to be stricter in its requirements than null/incorporated anaphora

The flexibility of anaphoric constructions is easy to demonstraig well known, for
example, that anaphoric constructions do not always involve stricecemeg. For example,
(26a) involves overlapping reference (given the relevant pragmatitext) and (26b)
demonstrates a split antecedent.

(26) a. Bill said that they enjoyed dinner with us last nighey= Bill +others)
b. Bill persuaded Jane that they should see theStawTrekmovie. (hey= Bill +
Jane)

Another type of flexibility involves pragmatically determined prehces in interpreting a
pronoun. For example, in English, if there is a pronoun in a subcedifeaise and a single
possible antecedent in a higher clause, the usual preferredgeador the pronoun to be
coreferential with the higher nominal. However, given an appropriateutise context, another

2The word order here corresponds to the most frequent word ordeirmDiput Dixon (1972) emphasizes
that word order is very free in Dyirbal.
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reading may become more salient.

(27) a. Sara said that she wants to major in generative baskatgg preferred reading:
she= Sara)
b. A lot of people told me that Miriam is going to study nuclear misyisi college.

However, Sara said that she wants to major in generative baskeahg.
(preferred readingshe= Miriam)

While not all anaphoric constructions are equally flexible, someedegfrflexibility is to be
expected from a null/incorporated pronoun construction. A multifunctionalitgtouction, on
the other hand, should display none of these properties. The requiremertetiaineelement
must berv, as a formal condition on the licensing constraint, should be absolute a&Siimgle
syntactic element is literally being shared by two clausesetshould be no departures from
strict identity.

In this context, it is useful to consider coordination sharing in Yidis noted in much
of the literature (such as Comrie 1989 and Dixon 1994), argument sharing acrossatioordi
in YidinY differs from the Dyirbal construction: the shared elementsureaarked Case. Since
Yidin¥ has a split-ergative Case-marking system, this meansJjpPfgr lexical NPs and AdF)
for pronouns. This is very much unlike the Dyirbal situation, where dimsitive clauses) the
shared element is invariably BBJ)—the PIv in Dyirbal. The Yidif situation cannot be
expressed in terms of pivothood, sincerhein a transitive clause cannot be based on whether
the argument in question is a lexical noun or as pronoun. For othdruobioss (such as
extractability in relativization), as Dixon observes, Yiditas a clear S/P pivot. From the
perspective of the theory being developed here, we would want to kkgithe YididPiv is S/P
(as in Dyirbal). We therefore hypothesize that the coordinatiortstelis not true pivot-based
chaining. In addition, as in Dyirbal, the Yidiword order facts make it unlikely to be a case of
subclausal coordination. We therefore analyze argument sharing i &&a null-pronoun
construction. Critically, this theoretically driven analysis reegclear empirical support, based
on the difference in properties between null pronoun constructions andunailtinal
constructions. For instance, while the preference for unmarked (&asengs in Yidi# is
apparently very strong, it is only a preference, one which can beiduerrby pragmatic
considerations. This is illustrated by the following sentences (Dixon 1977).

(28) a. Dayu bwa wawa yamgar.
ILNOM woman see.PST be.frightened.PST
‘I saw the woman and she was frightened.’
*| saw the woman and | was frightened.’

b. Dartart bupa- :@m  wawal yamgan.

LACC woman- ERG see.PST be.frightened.PST
‘The woman saw me and she was frightened.’
*The woman saw me and | was frightened.’

This is not the behavior one expects from a syntactically-conditipihed-based chaining
construction, in which the restriction to a particular elementasualt of the formal nature of the
construction. Instead, this is a null-pronoun construction in which thestrag preference for
the pronoun and its antecedent to be null-Case elements. Othaatfagtshe language also
support this analysis: unlike Dyirbal, Yidifreely allowsoBis as well agFs to be null pronouns
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(Dixon 1977).

The differences between formal constructions are relativabyles and published
language descriptions do not always include all the relevant inflormat some cases, we must
propose an analysis on the basis of the incomplete informationkdeaiuch an analysis,
however, always makes predictions about other properties of the canstarad the language.

3.3.3. Multiple pivots

The Yidin' coordination-sharing facts bring us back to the question of multipdespi
Dixon (1994) cites these facts as an example of multiple pivat@mguage, with Yidithaving
an S/P pivot for relativization and some cases of coordinatiwh,S#4A for other cases of
coordination. Our analysis, for which we have presented independent evidenmaynterargu-
ment to Dixon’s analysis. Dixon’s claim that Yidlimas multiple pivots for coordination is odd
in light of his rejection of a similar claim for Dyirbal by Heath (1979). tHewtes that Dixon
(1972) cites sequences of clauses in which there appear to be shared A argux@mntstdsi
sequences such as the following.

(29) a. Bala yugu bgul yara-ngu nudi- n. Bayi #alpga bunju- n.
IV tree ILERG man- ERG cut- NFUT I child spank- NFUT
‘The man cut the tree. [He] spanked the child.’
b. Daja bala yugu yuba- n. Balan jugumbil jilwa- n.
me IV stick put.down- NFUT I woman kick- NFUT
‘| put down the stick; [and] kicked the woman.’

Sequences like (29a), with a full NP, are relatively rare; tlikes€29b) with a pronoun are more
common. Both of these are apparent counterexamples to the clainshdratg across
coordination always involves S/P, and Heath argues that there is no SMbognd] in more
current terms, that there is no uniform S/P pivot. However, Dixon (18j&&}ts this conclusion
and notes that, sine€& can pro-drop freely, (29) could (and should) be analyzed as involving a
null pronoun® This is what we have argued for in the case of Yidiidin” is thus not a case
of a language with different pivots for coordination and for relativizatias:atlanguage with
an S/P pivot (a mixed-subject language of the syntactieatiative type) in which the
coordination construction is not pivot-dependent.

Our view is that all the cases that have been cited in thatlite for constructions with
different pivots in the same language will turn out, on closer ingpetd involve at least some
formal constructions which are not pivot-restricted. We cannot disgesg such case here, but
the basic approach that we used for Yidiaeds to be applied to other alleged multiple pivot
languages. As one final example, consider the case of the Magamatge Jakaltek, which Van
Valin and LaPolla (1997) claim has multiple pivots. The followingleeonstructions that they
mention.

*Dixon also notes that the Dyirbal sequences in (29) do not have the intoofasiagle syntactic units, but
rather appear to be sequences of separate sentences in distoigrgereflected in the way we have presented the
sequences.
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(30) Jakaltek (Van Valin and LaPolla 1997)
Control constructions:
subject-triggered equi: controllee must be S of intransitive
object-triggered equi: controllee either S of intransitive ovegérpassive S{P)
raising: either of the above, depending on dialect
Long-distance dependencies:
relatives: S or P (or derived &-Q) of antipassive)
wh questions: S or P (or derived §A4) of antipassive)
clefting: S or P (or derived ${(A) of antipassive)
Coordination:
preference for sharing S, passive S, A

Even a superficial survey of this list reveals that differembfl constructions are involved. The
coordination case looks like an incorporated pronoun and a preferertetfobe interpreted
as the shared element, presumably because it is the most disitwalse topic. The limitation
to S/Ais only a preference, not an absolute requirement, and thetfisfdeys the flexibility that
one would expect from an anaphoric construction. In addition, agreemtlemMayan languages
is pronominal, so the overall structure of the language su@voirisorporated-pronoun analysis.
Coordination thus does not involve pivots in Jakaltek. The long-distance dependency
constructions seem to have a clear “ergative” pivot, like Dyirlmalcontrol and raising
constructions, there may be a combination of a pivot-based construdtiora \8emantic
constraint ruling out P as controllee. In Chapter 5 we will propogeassemantic constraint. If
this is correct, Jakaltek does not have differens for different constructions. It has opie:

an ergative S/PIv.

The concept of different pivots for different constructions is infitgréess interesting
and less explanatory that the approach we are taking here. Stigtiaiti different constructions
have different pivots does not explain why the constructions in questienidithis way. Under
our approach, we can utilize the non-one-to-one relationship between natiostalictions and
formal constructions to explain why different constructions tadgfédrent elements of the
clause.

It is also important to realize that the distinction that veednawing between notional
and formal constructions is necessary in any case. The LFGlfenmallows for all three
methods of sharing elements between coordinated clauses that wiesshagsed. Nothing needs
to be added to the framework to allow for these options: in facthéwey would have to be
complicated to prevent these three methods from all being available.

In conclusion, a formal multidimensional approach allows us to sethpagtpearance
of multiple pivots. We do not believe that the difference betweemmpmoach and those of
researchers in the typological/functionalist tradition isyarily a difference in the understanding
of the concept of pivot, but rather a difference in the understandingnstractions. By
recognizing the existence of distinct formal constructions @mrabe used to express notional
constructions, we can come to a clearer understanding of the aussg@verning various
constructions.

3.4. Clause-Internaiv Properties

We turn now to a brief discussion of propertiepofwhich are not cross-clausal, the
properties mentioned in (1b). We view these properties asdessalcthan the cross-clausal
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properties.

3.4.1. External Position

Perhaps the most interesting of these properties is the dxtesiteon whichpivs occupy
in configurational languages. In c-structure—centric theories xtaésnal position is taken to be
a property which defines the subject, and thus is a stipulated pr&eetyfically, it is stipulated
as an argumenthood property (the subject is often called the “éxdaeguanent”): the Agent
argument is said to be projected into the syntax externally.

There are several serious deficiencies in this relativalydsird view of the external
position of subjects. In the first place, the notion of Agentxasrieal argument is entirely
stipulative. Second, though it is generally thought to be true unilyeishas been shown by
Nordlinger (1998) and others that nonconfigurational languages do not haeenthdype of
structure, and in particular do not have the subject in an externabposihird, the evidence
suggests that in mixed-subject languages, if one element @frtemse is external, it is thev,
not theGr. This is suggested by constituent-order facts from ergathgubges discussed by
Dixon (1994), which appear to show that the has a unique position in c-structure. Dixon
mentions, without examples, the Maku languageéNath which the S can either precede or
follow the verb, and P can either precede or follow the sequence AW/sliggests a structure
in which A-V form a verb-final constituent, with a higher structpasition for S/P (which has
free ordering relative to the A-V constituent). This is entipayallel to the gross structure of
configurational languages like English, but with A and P reversed.

(31) a. English

SIA VP’
VRN
Vv P
b.  Nadéb
/\ > /\
SIP VP “P" SIP

A Vv

Such a structure makes no sense under the view that subjects hatezraal position because
A is an external argument. Dixon (1994: 178) notes that argumentgharcoordination in
Nadkb involves S and P arguments, but not A, if this is arrudrased chaining construction,
as in Dyirbal, Na&b is demonstrably a syntactically ergative language (i.e xadvsubject
language in which thetv in a transitive clause is tlegJ), and the external position occupied by

“Arguments to the contrary that appear in the literatureierelar, as the)(] generally are based on showing
that the language exhibits subject-object asymmetries. An argofribig kind only holds if one takes it as given that
such asymmetries are to be explained on the grounds of asymmetricalieanstitucture.
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S/P is the structural position of ther.>> Another language mentioned in this context by Dixon
is the Western Nilotic languagér®, which has S/P-V(-A) order.

(32) a. Ubar 4- tauk’.
Ubur COMPL- play
PIvV / GF
‘Ubur played.’
b. Joobi  a- keel ubarr- .
buffalo COMPL- shoot Ubur- ERG
PIV/ OBJ GF

‘Ubur shot the buffalo.’

Andersen (1988) takes the common structural position for S and P to be evidence of ergativity
in Pari. Specifically, it appears thatii? is syntactically ergative: in transitive clausesadiseis

thePriv, and the preverbal position is the pivot position. The VP would then be viah-ioit

would follow thepriv (as in English). Further suggestive evidence that pre-verbaiopos

outside of the VP comes from the fact that if A is topicalizeds arecedes the verb (and the

P). Unfortunately, Andersen does not present any evidence from crosaldanstructions for

the ergativity of Bri (for example, the controlled element is S/A, which is allosiede being
controllee is a Type | property in some languages, and anything can be focusedd)t blgtfte

the facts are certainly suggestive.

From the perspective of a multidimensional approach to syntax, thstiaquef
constituent structure position takes on a different complexion. Constitnecture is the overt
expression of syntactic elements, and thus can be expected ¢t irdfiemation about other
dimensions. This leads to a problem, since different dimensions hdeecikif kinds of
information and relations between elements, and it is impossibleohstituent structure to
simultaneously express all of them. The existence of diffemrdtituent structure patterns in
different languages is expected under a parallel multidimensippabach to language: itis the
consequence of differences in which dimensions of linguistic informatienreflected in
constituent structure. In many languages, for example, therdaisadicture with relatively free
ordering, and the actual order reflects degrees of discourse promirersuch languages,
constituent structure expresses primarily aspects of informatroeture. Configurational
languages, on the other hand, appear to design constituent structigle agay that it is an
iconic representation of grammatical functions.

ThePiv is an element of a clause which is distinguished by beingesirait as the
element of cross-clausal continuity in a sentence. As noted egnilemakes it similar tooric,
which is the function of cross-sentence continuity in a discourse. Howevis purely syntactic
in its scope, not relating to discourse. It is thus intermedhaits scope between the local
argument and adjunct functions on the one hand and the discourse-related$untthe other.
The structural position ofiv reflects this intermediate status. The structural position for
arguments in configurational languages is as sister to thealeixeads of which they are
arguments, the closest possible structural position to the head. Adanadipically adjoined
to a higher node, farther away from the head. Elements bearing discoutsmBiace farther

~ Dixon does not provide any further information, so the analysisticertain. Dixon himself concurs with the
analysis that S/P is the pivot, as does Manning (1996).
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still, either adjoined to IP or in [SPEC, CP]. The structural osiypically associated withiv,
[SPEC, IP], is closer to the lexical head than the place obulise functions but farther than
most adjuncts. The general picture that emerges is that comifigatalanguages represent
grammatical functions iconically in the c-structure, and theeat@osition of thelv is part of
this iconicity. To put it slightly differently, while c-structufeentric theories take the position
that structure determines function, our view is that (in configurdtiamguages) function
determines structure.

(33) Clause structure in configurational languages
CP

SPEC C
C IP discourse

P

SPQ(I\ PIV
N

: ———adjuncts
/V'\
\% ... <€— arguments

This approach thus provides an explanation for what in purely c-strutteoaies is a stipulated
property of subjects: the “external” structural position.

3.4.2. Other Clause-Internal Properties

The external position of pivot in configurational languages is an gheaaf clause-
internal properties that pivots often have. From the perspectivetbtibwy proposed here, these
can be thought of as secondary properties. Other examples ayatailiess, wide scope,
definiteness, and inflectional properties of Case marking andragneeThese properties are
secondary because they are not a direct result of the crosalclantnuity function of the pivot.
Instead, by virtue of being singled out as the element of crossattarginuity, the pivot has
a certain functional prominence relative to the other elenwnise clause. The secondary
properties build on, or enhance, this functional prominence. We will bdisityiss obligatori-
ness, wide scope, and definiteness in this section, and then turn tolamgdmrg discussion of
morphological properties in the following section.

Since it establishes a relation between a clause andrgjee &entence in which it is
embedded, many languages require every clause to rax& ahe idea that every clause must
have a “subject” is a well known stipulated principle of mangties (such as the Extended
Projection Principle of modern transformational theory, the Finahddf&elational Grammar,
the Subject Condition of LFG). Mixed-subject languages show tisathiépiv that is required.
For example, Mosel and Hovdhaugen (1992) observe that in the ergatinestafylanguage

%The “ambassador” metaphor mentioned in footnote 2 is appropriate here.
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Samoan the A argument of a transitive clause is optionalwhed omitted it is interpreted
existentially (similarly to a passive agent), but the P asninitheriv) is only omissible if
derivable from context (i.e. interpreted referentially and anaphigjicBhat is to say, thelv is
present, even if as a null pronoun, while the RBNGF is not.

It has been claimed that pivots take wide scope over other elemehts sentence
(Bittner 1994), or must be interpreted as definite (Schachter 1976 ato@jagCompare the
following Inuit (from Bittner) and English sentences; the ttaresiGk andoBJ have opposite
scopal properties in the two languages, but one can describe botmigyteaytheiv must take
wide scope over VP operators.

(34) a. Aatuartu- p ataasi- p Juuna ugalugatigi- sima- nngi- la- a.
student- ERG one- ERG Juuna talk.to- PERF- NEG- IND- 3SG3SG
() ‘No student has talked to Juuna (yet).’
(i) ‘One student hasn'’t talked to Juuna (yet).’
either ‘one student'dr) or ‘=’ can take wide scope
b. Atuagaq ataasiq tikis- sima- nngi- la- q.
book one come- PERF- NEG- IND- 3SG
‘One book hasn’t come (yet).’
‘one book’ Gr/PIV) has wide scope
C. Juuna- p  atuagag ataasiq tigu- sima- nngi- la- a.
Juuna- ERG book one get- PERF- NEG- IND- 3SG3SG
‘There is a book which Juuna hasn't got (yet).’
‘one book’ OBJPIV) has wide scope

(35) a. One student has not talked to Juuna yet.
‘one student’ G¥/PIvV) has wide scope
b. One book hasn’t come yet.
‘one book’ GFr/PIV) has wide scope
C. Juuna hasn’t gotten one book yet.

either ‘one book’ ¥BJ) or ‘=’ can take wide scope

Manning (1996) discusses these data and points to the difficulty ingdishing between
descriptions in terms of scope and definiteness. Whatever thetabesetiption, though, this
appears to be another propertyrofs. Such properties may also be due to the distinguished
element status of thmv, a way of enhancing its prominence. They also may be a consequence
of the overlay status of thmav function: a pairing of the purely syntactic statusnf with
semantic/discourse properties more commonly associated with topics.

The syntactic and semantic secondary pivot properties are tdsal ¢e the theory of
pivothood, and, as mentioned above, only indirectly related to the functiba piviot. Their
distribution cross-linguistically is less clear, as they hawn bbess studied in the typological
literature. Nevertheless, they provide an interesting insightietarchitecture of syntax, in that
they show that prominence at different dimensions are often related.

3.5. Some Morphology

We turn now to a consideration of the morphological properties of subjEuts
conventional wisdom is that tiev is unmarked for Case (nominative/absolutive) and triggers



75

agreement. While the conventional wisdom is right up to a point, it glogsesnany details.
Tothe extent that it is correct, it is another instance of notastic enhancement of the syntactic
prominence of pivots.

In the first place, the relation between unmarked Case anddgertrig of agreement
needs to be clarified. Case and agreement are both formal morphbiiayices, and they serve
essentially the same function: distinguishing the core argumeatgretlicate from each other.
The morphological marking can be directly on the arguments, in wheghvea can speak of
dependent marking, or Case. Alternatively, the marking can be on th@verban auxiliary),
in which case what is involved is head marking, cross-referenciagregment. Some languages
use only Case, others use only agreement, while others use botmuf®é, there are also
languages that use neither.)

The interesting case is languages which are primarily dependehking (i.e. Case
languages), but in which the head is marked with agreement cfessamng one of the
elements of the clause. In such languages, the element crasscetkon the verb is generally
the element with unmarked Case. This is quite striking in Hindi-(Bdtt 1993): thesuBJ(GF
andpriv) can be either marked with ergative Case or unmarked andétlan be either marked
with accusative Case or unmarked. The verb agrees with the higihlesti unmarked nominal,
whether it is thesuBJ or oBJ. If there is no unmarked nominal, the verb displays default
(masculine) agreement. (The agreement trigger and agreemerdgdeatiuhe verb are bolded
in the word-by-word gloss.)

(36) a. Naadyaa xat Bk tii hai.
NadydF) letter(M) write- IMPFF.SG be.PRES.3SG
‘Nadya writes a letter.’

b. Naadyaa ne xat ik aa hai.
Nadya(F) ERG lett¢M) write- PERFM.SG be.PRES.3SG
‘Nadya has written a letter.’

C. Naadyaa ne diti lik"- ii hai.
Nadya(F) ERG nof{&) write- PERFF.SG be.PRES.3SG
‘Nadya has written a note.’

d. Naadyaa ne dfii ko lik" aa hai.
Nadya(F) ERG note(F) ACC write- PERW.SG be.PRES.3SG
‘Nadya has written a (particular) note.’

It should be noted that the correlation is one-way: Cesedss triggers agreement, but agreement
is not the trigger for Caselessness. This is clear because ofstenegiof sentences in which
both theGr and theoBJ are unmarked; the verb only agrees with #hden such a situation.
Agreement with an unmarked argument makes good functional sens€agssomarking serves
to make it easier for the hearer to match overt elementgtionant positions, it is reasonable
to have an alternative identification system available for something that is marked.

Similar effects are discernable in other languages, althougtenetajly described in
these terms. Consider the English existential construction.
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(37) a. There is/*are a hamster in the cage.
b. There are/*is three hamsters in the cédge.

When marked with Case, the postverbal position in existentials in Mé&aefish is accusative,
not nominative.

(38) a. There is him.
b.  *There is he. [* on the existential reading; ?? as locative inversion]

In English, pronouns (aside frogou andit) exhibit a distinction between nominative and
accusative forms; lexical nouns do not. Suppose that lexical nounsvareaneusative. This
would follow the usual pattern for Case split: lexical noures lass likely to be marked
accusative than pronouns. A consequence would be that, if agreememtiewidminative, we
should expect to find agreement with a postverbal lexical noun buwitiota postverbal
pronoun. This prediction is borne out. (Since the postverbal nominal in ekasgples is
definite, these are grammatical only on a list reading.)

(39) There are the linguists.
There is/*are us.

There is/*am me.
There is/*are them.

o0 To

This is an otherwise strange distribution of agreement. It wouldvodt to say that the
postverbal nominal agrees in number but not person, because the verlsfogular in all these
examples. However, it follows from what seem to be principleg®iflominals superficially
unmarked for Case really are unmarked, and Caselessness triggers agfeement

One final example is Modern Hebrew, which seems to displayi@senray of facts,
although some of the details are murky. Like English, Hebrew doesvetheusual kinds of
constructions that allow one to tease apart nominative Case anctisobgeas the trigger for
agreement. However, evidence can be gleaned from possessive SeRteseessive sentences
in Hebrew have the structure: ‘be’ — possessor (in the dative) — possessed.

Y0Of course, (i) is grammatical.
(i) There’s three hamsters in the cage.
This seems to be a matter of register; neutral third persamlmir‘{g?_lreement seems to be possible only in less formal
styles of English. Since the discussion here is going to fmtughetheare is grammatical, the treatment of sentences
like (i) is irrelevant. An anonymous reader of this bootest¢hat in his/her idiolect, sentences likeere is meare only
grammatical in the same informal register that allolus\While this does not match my intuitions (or the lack of
obligatory reduction oi), | do not think it is relevant to the point being made here. For all natieiesseof English
| have asked, it is impossible to get the agreeing fdimere am men the existential reading in any regist&hgre am
I may be grammatical for some as a locative constmictiut that is a different sentence.) Since my claim is that
agreement is impossible with a Case-marked (i.e. pronompiostiverbal element in English existential constructions,
register limitations offhere is meare besides the point.

BAn interesting residual problem with the English is the stdtitsaadyou The question is whether they, like
lexical nouns, are never accusative, or whether these arg saspls of morphological syncretism, with the nominative
and accusative forms coincidentally looking the same. | @ootv of any way to test for the statusitpfalthough its
being always Caseless (hominative) would be consistenthvatartimacy hierarchy. On the other hand, the existential
construction suggests thatucan be accusative:

(i) There is/*are you.
This is what one would expect, given the animacy hierarchy. ddigelto thank Cindy Allen (personal communication)
for first suggesting to me thgbumay be a coincidence unrelated to the animacy hierarchy.
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(40) a. Haya le- rina sefer.
be.PAST.3MSG DAT- Rina book
‘Rina had a book.’
b. Haya li keev r8.
be.PAST.3MSG DAT.1SG ache head
‘I had a headache.’

Historically, the possessed nominal was the subject. It thus waskeuhfor Case and triggered
agreement on the verb. Such usage is still considered normativevétovwmeactual spoken

Hebrew, the possessed nominal appears to have been reinterpreteldjastamhis means that
it is marked with accusative Case; in Hebrew, accusative Qalgesurfaces on definite

nominals.

(41) Haya le- rina et ha- sefer.
be.PAST.3MSG DAT- Rina ACC the- book
‘Rina had the book.’

As observed by Ziv (1976), the presence or absence of accusatives Cagelated with the
absence or presence of agreement (Ziv's (11) and (17)).

(42) a. Hayta li mexonit kazot.
be.PAST.3FSG DAT.1SG car(F) such
b. ?Haya li mexonit kazot.

be.PAST.3MSG DAT.1SG car(F) such
‘I had such a car.’

(43) a. ?Hayta lanu et ha- mexonit hazot odse k
be.PAST.3FSG DAT.1PL ACC the- car(F) this still when
garnu be- tel aviv.
live.PAST.1PL in- Tel Aviv

b. Haya lanu et ha- mexonit hazot od sek

be.PAST.3MSG DAT.1PL ACC the- car(F) this still when
garnu be-  tel aviv.

live.PAST.1PL in- Tel Aviv

‘We had this car when we were living in Tel Aviv.’

If we idealize the judgmenifsand read the question marks as asterisks, the result again clearly
correlates agreement with the absence of €ase.

This seems to be a common pattern in languages with dependent-naadiadimited
one-argument head-marking. We therefore consider Case markingpéodeatral construction,
and hypothesize that agreement with a single argument is afigerad by Caselessness, rather

*Two possible explanations for the uncertainty of the judgmeptstesl by Ziv. One, Ziv's explanation, is that
we are observing syntactic change in progress, and the fuzigreesssult of the transitional stage the language is in
now. An alternative explanation might be the influence of presagipobrms, which are very strong in Hebrew. Both
explanations seem to me to be plausible, and in either case | think that ideb#zjindgments is legitimate.

2This is not the conclusion that Ziv reaches. For more discussion, see Falk (1996)



78

thanpriv status!

The Case marking facts themselves are more complex than thetonakview would
have it, since the conventional view does not take into account sttonsfas differential
marking of arguments based on such criteria as animacy and chefsstenevertheless, it is
correct in the sense that there is a clear tendeneywMsito be unmarked for Case. Given the
status ofIv as the distinguished element in the clause, often with a unique structutiahpos
the lack of explicit dependent markingrw is unsurprising. Morphological identification is less
important for theeiv than for other elements of the clause. A more complete approach to Case
marking of core elements of the clause would include the followieg ffimformal) constraints.

(44) a. PIV is unmarked.
b. GF is unmarked if it is higher than positionon the animacy/definiteness
hierarchy.
C. oBJ is unmarked if it is lower than position on the animacy/definiteness
hierarchy.

(For more on the animacy and definiteness hierarchies, see Ct#88¢e Dixon 1994, and
references cited there.) Constraints (44b,c) are responsible digrhahogically ergative
language$? split ergative Case marking, the absence of accusativeda@sanimate and/or
indefinite objects in many nominative-accusative languages, and ablerr@arking oddities
related toGF andoBJ marking. Given the richness of typological and theoreticablisee on
these issues, and the peripherality of these issues to our mterh& present study, there is no
pointin rehashing the evidence here. In different languages, the aussira ranked differently
in terms of importance. This suggests an Optimality Theoagproach; the constraints in
(44b,c) have been partially formalized in OT by Aissen (1999; 2003). Fgsuvposes, the
important point is the frequent non-marking of the a consequence of the fact that it can often
be identified by other means, and the concomitant triggering of agneensngle-agreement
languages.

The agreement facts in exclusively head-marking languages are alsstintgerHead-
marking languages typically register all core arguments owetiie so there is not one element
triggering agreement. Nevertheless, there often is an agneaffie that is triggered by thav.
This is true, for example, in the mixed-subject (syntacticetyative) Mayan languages.
Consider the following data from QuighLarsen 198y

(45) a. X- at- b'iin- k.
PERF- 2sgABS- walk- SUFF
‘You walked.’
b. X- 0j- b'iin- ik.
PERF- 1plABS- walk- SUFF
‘We walked’

~ “There are various ways this could be expressed formally. Oulel e to accept the idea that Case (K) is a
functional category, and that Case-marked nominals are K& than NP or DP. Agreement could then be keyed to an
absence of the K(P) category.

2For more on morphologically ergative languages, see §6.3.3.4.
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C. X- at- ga- ch’ay- o.
PERF- 2sgABS- 1plERG- hit-  SUFF
‘We hit you.’

d. X- 0j- a- ch’ay- o.
PERF- 1plABS- 2sgERG- hit-  SUFF
‘You hit us.’

It is clear from these examples that Qgitlas agreement markers (glossed ABS) suchtas
for second person singular ataj for first person plural which agree with the regardless of
whether it iSGF or oBJ, while agreement with nopr/ GF is expressed with different morphemes
(-a- and-ga-).

The conclusionis that inflectional morphology often does tigatdifferently from other
elements. As observed above, this is not surprising in light efitteestatus as the designated
element of the clause. However, such morphological effects eoadary to the syntactic
properties of pivots.

3.6. Forthcoming Attractions

In the last two chapters, we have factored the traditgraaimatical function subject into
two distinct, and intrinsically unrelated, grammatical functighsandpiv. We have shown that
the properties of subjects, including the split in properties that iode fn split-subject
languages, follow from this analysis: properties relating taragmnt hierarchies arér
properties, and properties relating to elements shared between clausegpevperties.

In the coming two chapters, we will further flesh out this petioy focusing on the
analyses of extraction and control constructions, two centraldypesastructions. We will show
how the notions oflv andGF provide the basis for an explanation of the observed patterns.
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CHAPTER 4

LONG DISTANCE DEPENDENCIES

4.1. About Long-Distance Dependencies

In this chapter, we will discuss the nature of long-distance dependenstructions
(also known as unbounded dependencies, extragtiomovement, and dependencies) and
their interaction with subjecthood. We will see that the theoryotgiproposed in the previous
chapter, combined with certain formal aspects of LFG, explain the spatied of subjects in
long-distance dependencies. In doing so, we will need to delve adégjger into technical
aspects of the LFG formalism.

Despite the image long-distance dependency constructions have pgdhe ef the
structure-dependent construction, it has long been known that subjecthdeudadatrto long-
distance dependency constructions. The fact that extraction jet®uls different from other
types of extraction can be shown in many ways. For example, inlaraquages, only subjects
(Pivs) can extract (Keenan and Comrie 1977) and subjects are ofstares being resumptive
pronouns (Keenan 1976). Subjects and non-subjects behave differently s-therbsard
extraction. In English, matrix subject questions do not regoiseipport. Subject extraction has
been shown experimentally to involve a lower processing load than nontsxtjaction (see
references in Hawkins 1999). Paradoxically, subjects also somedjppesr to be harder to
extract, as in the case of the infamdhat-trace effect. The formal analysis of long-distance
dependency constructions should allow for an elegant account ofofatttis kind. In this
section, we will examine the LFG analysis of long-distance depereteand its interaction with
the theory of subjecthood being developed here. We will see that the &ageeof extracting
subjects than non-subjects follows automatically. In subsequent sectiavii examine other
issues, such as across-the-board extractions arnidatteace effect.

4.1.1. Functional Uncertainty

It is often supposed in the transformational literature thatdbenee of long-distance
dependency constructions is displacement: an element appears in aig¢hmasentence even
though it is semantically interpreted in a different part oktir@ence. It has even been alleged
that theoretical frameworks which claim to be non-transfoonatihave what amounts to a
notational variant of displacement. Thus, Chomsky and Lasnik (1993: 525) talkakslation
between a ‘displaced element’ and the position in which such an reglemetandardly
interpreted.. Such displacement relations are a fundamental feature of humaadangvhich
must be captured somehow. Apparent differences among alternativgdtions often dissolve,
on inquiry, to notational questions about how this property is expresskda Similar vein,
Chomsky (2000: 119-120) states about displacement constructions that “[sjaomgeina are
pervasive. They have to be accommodated by some device in any adedqrgteftlaaguage,
whether it is called ‘transformational’ or something else.” Hmvethis is not entirely accurate.
Displacement is not an empirical observation, but rather a thesdrééiscription based on an

'A better, though unwieldy, name for the construction would be “palrittng-distance dependency”, since
a construction of this type can involve a very local domain. We willrr¢t@ conventional name here.

81



82

empirical observatioh.

What lies at the heart of long-distance dependency constructitmes éxistence of a
single element which bears two distinct functions, often inmiffeclauses. For example, the
italicized element in (47a) bears the two functions in (47b).

47) a. Liauses Who does Jerry think [, that Elaine said [, .;that Kramer claimed
[clause4saW Newman]]]]’?
b. Focusof clausel angduBJ(GF + PIV) of clause4

Using the same curved-line notation that we have alreadytasdobw that a single element
bears two grammatical functions, this can be represented with the follownugtiise.

(48)  Trocus [“who”|— |
TENSE PRES
PIV [“Jerry”
GF
PRED ‘think <(T ep( T COMF)>’
[ PIv “Elaine” 1
oy [Rane—
TENSE PAST
PRED ‘say<(F <510 COMF)>’
PIv “Kramer” 1
G e
COMP TENSE PAST
PRED ‘claim ((T GH(T comp)’
COMP [ PI ]
GF
coMP | TENSE PAST
PRED ‘see<(T€F)(T OBJ)>’
(0B [“Newman’] 1]

This multifunctionality is, we believe, the observational core of ldistance dependency
constructions—something every theory has to express somehow. Such actiondbecomes
a displacement only under two additional (and conceptually unnecessany)aions: first, that
grammatical functions are invariably associated with spexdifistituent-structure positions, and
second, that only argument and adjunct functions (or positions) are rdtavamterpretation”.
Such assumptions lie at the heart of transformational gramitgwarious incarnations, but are
not part of the theoretical framework here. Without these additassamptions, there is no
reason to assume a movement (displacement) analysis.

From the perspective of the LFG formalism, a single elensanhave more than one
function if there is a constraint (in the form of a functional eguastating that the values of the
two attributes (grammatical functions) are identical. Such caingirhave already appeared in

_ Despite this, we will continue to use the term “extractiorcause of its intuitive appeal. This use is current
in the constraint-based literature. The reader should mentally place sc®apoond the term wherever it appears.
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this study in our discussions in Chapter 3 about the assignment mf/thenction and the
chaining construction . In the case of the present example, the following conssagtiated
with the main clause, will licens&ho having both the upstairsocus function and the
downstairseiv function, without any displacement.

(49) (T Focug = (T COMP COMP COMP PIY

More generally, as first observed by Kaplan and Zaenen (1989), #timmebetween the two
functions in a long-distance dependency can be expressed as follbmee (% means
grammaticized discourse function):

(50) (TpF)= (T comP GP

The use of the Kleene star is a formal expression of the unboundesl afautraction: there is
no principled limitation on the distance between the two functiondthaktracted element has.
Such expressions are referred to as functional uncertainty, &sdteeipotentially infinite
f-structures that will satisfy them (because of the Kleene star).

An analysis of this kind has several advantages over a displacanadysis of long-
distance dependencies. Conceptually, it is simpler as it expteesasltifunctionality directly,
without the need to refer to structural positions and movement. Entlgiracsanoted by Kaplan
and Zaenen, one important advantage is the characterization of theghaten the two
functions in terms of grammatical functions. Cross-linguistic stedgals that the nature of this
path varies from language to language; furthermore, gramméiiztions are superior to
constituent structure configurations as the description of this path, e will (for the most
part) abstract away from language-specific differencabemature of the path, and simply
represent the functional uncertainty equation as follows.

(51) (T bF)= (T PatlGF* GF)

The exact set of grammatical functions that make updRathl vary from language to language,
resulting in different “island constraints” for different languadempirical evidence shows that
island constraints are a matter of cross-linguistic variatiwrexample, while English prohibits
extraction fronpiv (“subject”), Tagalog requires extraction to be frem (Kroeger 1993). An
LFG account also has no problem with multiple extractions in the damain: some languages
allow multiple focuses and topics in a single clause (modeled ligroyaallowing the functions
FocusandToPIC to take sets of f-structure elements as their values). Camepde of such a
language is Russian, which has been discussed from an LFG perspective by King (1995).

To complete this picture, we need to consider the status of thigofuadcuncertainty
constraint (51). As we have seen, constraints in LFG are assowgitiienodes in the c-structure,
either lexically (as parts of lexical entries) or constamally (part of the phrase structure rules).
Kaplan and Zaenen propose that the constraint is associated coorsatlyctvith the node
occupied by the filler—[SPEC, CP] in the casabfelements. However, this cannot be correct,
since long-distance dependencies with no overt filler are possiblel€maexample of this is
the nonwh relative clause in English.

(52) a. [The baby [that | think saw me]] is cute.



saw me

There is no [SPEC, CP] node here with which to associate the constraint. Wespihapofor
English at least, the constraint is associated lexically with thetkat heads the clause. Since
this is redundantly a property of every clausal head (verb), it is a clausal property.

4.1.2. Pivots and Non-Pivots
Under Kaplan and Zaenen’s formulation, the functional uncertainty expraas(51)
is what licenses all long-distance dependencies. Extractionderedif grammatical functions
over various distances are all covered, without any need for displatemudl constituent
structure, or any of the other machinery required in some other theoretical frdsiewor
However, viewed from the perspective of the theory of subjecthood developedimer
additional consideration must be introduced. Recall that in Chaptef@mwalized the nature
of thepiv function by stating the Pivot Condition, which we repeat here.

(53) The Pivot Condition
informal statement:
A path inward through f-structure into another predicate-argument damsideways
into a coordinate f-structure must terminate in the function

formal statement:

- . . a
In a functional designation of the form (..a.... p y) where (- PREDARGI) ° or

(d(<+...By)) or (... B y)), if B is a grammatical function and eithex ory is a
feature,p = PIV

The functional uncertainty expression in (51) is a path inward throud¥sthecture. As such,
it is subject to the Pivot Condition, and must terminate in the funetiorContrary to Kaplan
and Zaenen'’s view, this mode of licensing long-distance dependenciestsieoefdre only be
able to license extraction efv.

As first noted by Keenan and Comrie (197N s are the most easily extractable function
cross-linguistically. There are languages which conform to appears to be the prediction
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made by the Pivot Condition, and only allew to extract

(54) Tagalog (Philippine-type; Schachter 1976)

a. Matalino ang lalaki- ng bumasa ng diyaryo.
intelligent NOM man- LNK PERF.ACT.read ACC newspaper
‘The man who read a newspaper is intelligent.’

b. Interesante ang diyaryo- ng binasa ng lalaki.
interesting NOM newspaper- LNK PERF.DO.read ERG man
‘The newspaper that the man read is interesting.’

C. *Interesante ang diyaryo- ng bumasa ang lalaki.
interesting NOM newspaper- LNK PERF.ACT.read NOM man
‘The newspaper that the man read is interesting.’

d. *Matalino ang lalaki- ng binasa ang diyaryo.
intelligent NOM man- LNK PERF.DO.read NOM newspaper
‘The man who read a newspaper is intelligent.’

(55) West Greenlandic Inuit (syntactically ergative, Manning 1996)
a. nanuq [Piita- p tuqu- ta- a]
polar.bear Peter- ERG kill- TR.PART- 3SG
‘a polar bear that Peter killed’
b. miiraq [kamat- tu- o]
child.ABS angry- REL.INTR- SG
‘the child who is angry’
C. *angut [aallaat  tigu- sima- sa- a]
man.ABS gun.ABS take- PERF- REL.TR- 3SG
‘the man who took the gun’

(56) Mam (Mayan) (syntactically ergative, Manning 1996)

a. Alkyee x- hi b'eet?
who REC- 3plABS walk
‘Who walked?’
b. Alkyee- ga x-  hi tzaj t- tzyu- 7n Cheep?

who- PL REC- 3pABS DIR 3sERG- grab- DIRS &os
‘Who did Jos grab?’

C. *Alkyee saj t- tzyu 7n  kab’ xiinaq?
who REC.3sABS.DIR 3seRG- grab- DIRS two man
‘Who grabbed the men?’

d. Alkyee saj tzyuu- n ky- e kab’ xiinaq?
who REC.3sABS.DIR grab- APASS 3PL- OBL two man
‘Who grabbed the men?’

%In fact, as noted by Kroeger (1993) and mentioned above, in Tagalpgtthbas to consist only of tires
function. The functional uncertainty equation for Tagalog reads:
0] (ToR) = (T PIv¥)
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(57) Chukchee (syntactically ergative, Comrie 1979)
a. E- tiReye- ko- I?- in newscqget ragd-  gro.
NEG- sing- NEG- PART- ABS.SG woman.ABS.SG go.home- 3SG
‘The woman who was not singing went home.’
b. Igor a- yor-  ko-  I?- eb enm- ed mon- algan- mok.
now NEG- reach- NEG- PART-to hill- to 1PL- go- 1PL
‘Now let us go to the hill which (someone) didn’t reach.’

C. En- agtat- k- I?- a gaa- k ?aaek- a
APASS- chase- NEG- PART- ERG reindeer- LOC youth- ERG
winret- orkan- inet newscget- ti.

help- PRES- 3sERG.3pABS woman- ABS.PL
‘The youth who does not chase the reindeer is helping the women.’

However, most languages do allow extraction of rnnelements as well.

To account for languages which allow neims to extract, we turn to another,
independently motivated, formal tool in LFG. Since LFG functional egostiare static
constraints, there is no reason to limit paths through the f-struottine inward (outside-in)
ones we have seen up to this point. In principle, it should also be possible to specify paths that
start on the inside and go outwards through the f-structure: insidetbsf pa inside-out path
is expressed formally by placing th& ‘specifying the starting position at the end of the
expression. In the following examples, the starting point of the patiaiked in the schematic
f-structure as?’, and the ending point of the pathfas

(58) a. outside-in path?(comp comp oB) = f

b.

Inside-out paths are a formal device needed in LFG for reasons indepeiwle concerns here.
They have been used primarily to model anaphoric properties (Dalry9§#¢ and to formalize
certain properties of bound morphemes, such as Case (Nordlinger 1998). Héwesvean also
be used, asin Bresnan (2001) and Falk (2001), to license long-distance dejpsndlere used

“In more familiar tree-based terminology, outside-in corradpdo top-down while inside-out corresponds to
bottom-up. The difference in terminology comes from the differencaentation between constituent structures and
functional structures, and is a useful reminder that the ne&dips involved are not defined on constituent structure.
Since the tree-based terminology is more familiar, we will usuallydiecit in parentheses.
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for licensing long-distance dependencies, an inside-out expressiontaéedsombined with
an outside-in expression designating the discourse function. Suppos¢iBa) itme f-structure
designated contains &ocus ThisFocuscan be designated straightforwardly as (59a). If we
wish to express this in terms of the f-structure desigrigtee merely substitute féthe inside-
out expression from (58b), as in (59b).

(59) a.  Focus
b. ((comp comp oBJ) Focuy

The formal difference between outside-in and insideeppitessions is important because
long-distance dependencies licensed by inside-out functional designatioot aubject to the
Pivot Condition. In outside-in (top-down) licensing of long-distance dependeti@disensing
constraint is associated with the outer (upper) clause, the atanbéch the extracted item has
a discourse function. Since the constraint specifies an elemantioher (lower) clause, the
clause where the extracted item has a locally licensed dmptiie Pivot Condition restricts the
lower element telv. However, with inside-out (bottom-up) licensing, the constiaiassociated
with the clause of the inner (locally licensed) function, so therlgreanmatical function is local
to the constraint. Nothing rules out the specification by such atraorisof any local
grammatical function. In other words, the Pivot Condition rules out théraorisn (60), but is
irrelevant to the constraint in (61). These constraints licensathe f-structure, one in which
theFocusand theoBJshare a value.

(60) a. ¢ FOCUS = (¢ COMP COMP OBY)
b. Focus---- |

(61) a. ¢ oBJ = ((comp compr?) Focug
. |

{

This is because the Pivot Condition does not directly limit stresfumly the constraints that
license them. The independently motivated availability of inside-outiifurat paths thus
provides a loophole to the Pivot Condition, and allows the extraction afinen-
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We will need a sister condition, one which disallows the usesade-out licensing to
licenseriv extractior

(62) Inside-Out LDD Condition
A long-distance dependency in which the function is involved may not be licensed
by an inside-out constraint.

While this condition does not derive directly from the function offikeit has the effect of
more sharply distinguishirgv extraction from nomv extraction. It is thus functional, in that
it provides more distance between related but different constructions.

The availability of two systems for licensing long-distanqeethelencies needs additional
comment. In the terminology of Chapter 3, long-distance dependency (afunatiibnality
involving a discourse function) is a notional construction, and the twoidimsdf licensing are
two distinct formal constructions. Crucially, the distinction betweetside-in licensing and
inside-out licensing should not be taken to be a trick of the fanotakion; the claim is that
language makes use of the two directions of licensing for longadestdependency construc-
tions, and the formalism simply provides a way to express this.|Magiages make use of both
formal constructions. We consider the outside-in (top-down) construction tmrbarked
relative to the inside-out (bottom-up) construction. While we know of neplathe LFG
literature in which this has been stated explicitly, it se@rbs implicit in much of the literature.
It is computationally plausible, in that inside-out designation medateaspecification of
information. This may also account for the higher computationaltlatchas been found for
non-subject (nom4v) extraction.

More important to the present study is the typological consequendee dbwer
markedness of the outside-in licensing construction. If we take the twatigetisections to
be two distinct formal constructions, then a particular languaget imye both, or it might have
only one of them. The markedness difference suggests that languages witheoofythe two
formal constructions will normally have only the unmarked construction. tfjaogical
consequence is thatv-only extraction should be a more prevalent situation tharnno-
extraction. This, of course, correlates with the findings of Keema&iCamrie (1977) and others,
as already discussed. On the other hand, given the vagaries of markedness, the tgkaa
here leaves open the possibility that there may be languagemthahake use of the more
marked inside-out licensing. Such a language would dis&llowxtraction, and is predicted to
be impossible under a strict reading of Keenan and Comrie. One sgolade is the uniform-
subject language Imbabura Quechua (Cole 1982). In subordinate tlalisdmbura Quechua,
any element other than the subject may be extracted; the subject may not.

~ °We will not state this condition formally because of thpero question, to be discussed shortly, of the
technicalities of inside-out licensing; specifically, whetbenot it involves a trace. The inside-out constraint looks
slightly different under the two approaches mentioned below.

®Matrix clauses are different. We will return to this point shortly.

"This constraint can be circumvented by pied-piping the entire subtrdifuse. This is possible as an
alternative for questioning non-subjects as well.
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(63) a. Juan wagra- ta  randi- shka- ta ya- ni.

Juan cow- ACC buy- NMNL- ACC think-1
‘| think Juan bought a cow.’

b. *Pi- taj ya- nguiwagra-ta randi- shka- ta ?
who- Q think-2  cow- ACC buy- NMNL- ACC
‘Who do you think bought a cow?’

C. Ima- ta- taj ya- ngui Juan randi- shka- ta ?
what- ACC- Q think- 2  Juan buy- NMNL- ACC
‘What do you think Juan bought?’

We propose that this is due to the availability of inside-ounditey and the (marked)
unavailability of outside-in licensing. The existence of such a languagersrifie treatment
of outside-in licensing and inside-out licensing as two distinct formal constructions

We need to discuss, albeit tangentially, the relation between-ostdiesignation and
null constituent structure elements (empty categories or jracedate, LFG implementations
of inside-out licensing have had the inside-out constraint associated with an ategorgin
the constituent structure. The position of the empty categorigas ta be responsible for the
identification of the lower grammatical function, and its existettcbe responsible for the
constraint. To make this concrete, in a sentence like (64a) witksthecture (64b), the lowest
clause would have the c-structure (64c). The empty category msinecture, under such an
analysis, is associated with the constraint (64d).

(64) a. Who does Jerry think that Elaine said that Kramer claimed that Newntan saw
b. [Focus [“who” ]— |
TENSE PRES
PIV [“Jerry”
GF
PRED ‘think (( T GH(T comp)
PV [“Elaine”
& b
TENSE PAST

prep ‘say ( (T GA(" comn)’
PV [*Kramer’ ] \
GF
COMP TENSE PAST
PRED ‘claim ((T GH(T comp)’
COMP PV [“Newman’
GF
COMP |TENSE PAST /
PREW//
I | 0BJ 1]
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c ~—
A
C S
that NP VP

d. T = ((PatleF* GFT) DF)

Such an analysis contrasts with one involving only outside-in licensinghich there is no
trace. While the evidence for the existence of the two diffemrgtructions is clear, and a theory
which only recognizes outside-in licensing is therefore inferiortiestion of the necessity of
positing traces cannot be ignored. An analysis with trace has lodated by Bresnan (1995)
and Falk (2001), and argued against (within LFG) by Dalrymple, Kapllad King (2001).
However, on closer inspection it transpires that the issue of tracatiadlypdistinct from the
guestion of inside-out licensing of long-distance dependencies, so théwa@dlihe inside-out
licensing analysis should not be judged on the basis of the trace question.

The fact of the matter is that inside-out licensing does nog fascto use traces. An
alternative method of licensing long-distance dependencies insideolgtbe, as has been done
in HPSG (e.g. Ginzburg & Sag 2000), to hypothesize the c-struct(@8&ah and for the verb
(sawin (64)) to carry the optional lexical specification (65b).

(65) a. ~—
CcP

C/\S
&

| VP

Newman :\/

that

saw
b. (T oB) = ((PatieF* 1) DF)

This would achieve the same effect, and do it without the trace aBwadtount would also need
to allow for the extraction of adjuncts, which in turn would require eefe to adjuncts in the
lexical entry of the verb, along the lines proposed in the HPSGatBibyuma, Malouf, and Sag
(2001). An account of this kind is not unproblematic, however, as it is funityiorepropriate
to specify adjuncts lexically. However these issues are tedmdved, the claim that nanv
extraction is licensed inside-out is neutral on the question of traces.

To our mind, the most important consideration in the trace debatétisdi@ce analysis
and the lexical analysis differ in their typological implioats. The trace analysis predicts that,
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subject to island constraints (i.e. constraints ondtla language which allows inside-out
licensing of long distance dependencies should allow extraction afiactydn. This is because
if one allows phrasal positions to remain empty, the phrasal positigugstion should not be
constrained by grammatical function. On the other hand, the lexidgssnaredicts that gaps,
like null pronouns (discussed in Chapter 2), should be subject to the rdlateyaechy. If it is
the lexical head that determines gap status for its arguntiemte]ational hierarchy, in addition
to island constraints, will determine the distribution of gaps. Althdtugges been claimed (e.g.
by Keenan and Comrie 1977) that the distribution of gaps is constrainga bglational
hierarchy, the evidence for this is much less convincing than the egittartbe special status
of pivots® An examination of the typology of extractability is beyond thapsoof the present
study. Ultimately, though, such typological considerations will Hav@in with issues like
wannacontraction (an argument for traces which has been largely debkitkeon 1997) and
weak crossover effects (the core of Bresnan’s argument) imdeibeg whether traces exist or
not.

In any case, the question of traces in long-distance dependency camssrranains an
open question, but one which is tangential to our concerns. In the remaitiiestfdy, we will
assume an implementation with empty c-structure nodes, partially for thefsakereteness
and patrtially because this expresses our current analytic inmfinelowever, readers who find
empty c-structure nodes objectionable should feel free to memplace the analysis invoking
them with a lexical account of inside-out licensing.

To concludepiv extraction and nomriv extraction are licensed by different formal
devicesPIv extraction is licensed by the unmarked outside-in functional uncertdiatinside-
Out LDD Condition blocks inside-out licensing. Nen+ extraction is licensed by the more
marked inside-out functional uncertainty, with the Pivot Conditionkhg outside-in licensing.
Thus, as in early constraint-based theories (Gazdar 1981, Falk 1983 maestrarp distinction
between “subject” and non-“subject” extraction, with traces onkgjpty) relevant for the latter.

4.1.3. Matrix Subjects

One final point we need to address is the status of matrix $sibje@xtraction
constructions: do matrix “extracted” subjects occupy the normaagt position (([SPEC, CP]
for wh elements) or are they in the normal subject position? The smes up clearly in
English questions. In a subject question with an auxiliary, eithtenctsral analysis is plausible.

(66) a. Who will read the book?

®Here is an example of the pitfalls of typological work donéhis question. The oblique functions (in LFG,
theosL, family of grammatical functions) are ranked lower tharothiect function(s). The prediction is thus that there
should be languages in which objects can extract but obliqgues caaanaiKand Comrie claim that this is the case; one
of the languages they cite in this context is Hebrew. Butitihation in Hebrew is more complex, and does not appear
to support Keenan and Comrie’s claim. In Hebrew, as in Englishjpetdrguments are realized structurally as PPs, with
an embedded NP as the object of the preposition. Presumably,itbé>&his the oblique argument; the embedded NP
is, depending on one’s analysis, either the object of the head ificeposa co-head with the preposition. The problem
is that what Keenan and Comrie mean when they say that obliquexs dgtract is the NP. That is to say, Hebrew
disallows preposition stranding. The entire oblique PP, on thelwher extracts as easily as an object. In fact, the same
observation can be made concerning objects themselves. If they haveusetise preposition-like partickd, theet
must front with the rest of the object. These facts areuobdcsomewhat by Keenan and Comrie’s focus on relative
clauses, as opposed to other long-distance dependency constr@tioaghe element extracted in a relative clause is
almost always an NP, the extractability of PPs did not come up irsthdiy. However, the object/oblique distinction
appears to be the crux of the claim that extraction is gosdmthe relational hierarchy. Until the true status of oblique
extraction is clarified, we will not know whether the relational hidrais or is not relevant.
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DP C DP, C
who (|3 |S who G IP
will VP WII|| DP; |’
PN P
\ DP t I VP
FIAN e
read t \Y DP
the book
read
the book

DP I
| P
who |I VP
will VvV DP
relad
the book

Either way,whowill have to have a discourse function in additiorGikcandpriv.

(67) [rocus [“who”

Pl
>

TENSE FUT

pReD ‘read ( (" GRA(" oBJ)’
oB)  [“the book]

The crucial evidence comes from subject questions with no auxIfiing.wh element
is in [SPEC, CP], we would expect obligat@yg Support and Subject-Aux Inversion, placing
doin the head C position. If tiveh element is in subject position, on the other hand, supportive
do should be possible only if the sentence is emphatic, as in ordindayatiee clauses. Since
the behavior of these sentences is the same as declarasivggests a non-[SPEC, CP] analysis
for matrix subject extraction.

_ °For those readers who are more conversant with the constituentees of transformational theory, | have
included the transformational version of this structure (with tratdse movement offhoandwill) in addition to the
structure assigned by the framework which underlies this study.
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(68) a. Who reads these books?

b S
DP VP
| /\
who V DP

SN
reads

these books

We hypothesize that, singav is an overlay function, it has an affinity for other overlay
functions, and can be assigned one locally.

Other languages may or may not license matrx'extraction” in similar fashion. For
example, we have seen (see (63) above and the accompanying disciiegidombabura
Quechua disallows the extraction of an embeddedand have conjectured that it lacks the
normal outside-in licensing. However, matrix subjects can be involved in a depgmndina
discourse function in the same clause (Cole 1882).

(69) a. Nuka wawki- ka fiuka mama- man ali wagra-ta  kara- rka.
my brother- TOP my mother- to good cow- ACC give- PST.3
‘My brother gave my mother a good cow.’
b. Pi- tajkan-paj mama- man ali wagra-ta kara-rka ?
who- Q you- POSS mother-to good cow- ACC give- PST.3
‘Who gave your mother a good cow?’

This would follow if matrixwh PIvs can receive a discourse function in situ; the (marked) lack
of outside-in licensing in Imbabura Quechua would then be irrelevanth®©npther hand,
Clements, McCloskey, Maling and Zaenen (1983) present evidence thatnagrio extract
in Icelandic, so Icelandic apparently lacks this option for imnaivs.. This is apparently a
parameter of cross-linguistic variation.

There are thus three different ways in English for a discdursgion to be identified
with a clause-internal function, or, alternatively, three diffei@ntal constructions correspond-
ing to the notional construction of extraction/long-distance dependency.

(70) a. Lexically encoded property of verbs:
(T oF) = (T Pv) = (T DF) = (T PatiGF' PIV)

b. Constraint associated with null c-structure nodes:
1 = ((PatlsF* GFT) DF)

%Cole’s sentence includes two adjuncts which have been omitted here.

_ Y“Two technical notes about the formulation here. First, the ttondias been added to prevent a subject/
discourse function element from also being assigned to & faweSecond, since locak/PIv identification is specified
in situ, the path in this case has to have length of at least one; the Kleens begrmeeplaced by a Kleene plus.
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C. IP/IS — NP [/IVP
(tev)y=4d T =1
((ToR=1)

Variants on these are evident in other languages, but the basic patterns are.the same
Each of these has its own formal nature, and therefore its own unapextps. There

is no single set of properties for long-distance dependencies. Theesutsftop-down)

construction is unbounded and restrictecPitg, the inside-out (bottom-up) construction is

unbounded and limited to nanvs, and the matrix-subject construction is local and restricted

to PIv. Languages may use one, two, or all three of these constructions.

4.2. Across-the-Board Extraction

One place where subject/nonsubject asymmetries have been obsdrvadross-the-
board extractions in coordinate structures. In English, across-the-éxtaaction can involve
subjects at the top level of the coordination in all clauses, or etberents in all clauses
(nonsubjects and embedded subjects), but not a combination of top-level ssabgaither
elements?

(71) a. Who did you claim [[visited our house] and [saw the baby]]?
b. What do you think [[I brought back] and [everyone thinks will entertiaén
baby]]?
C. *Who do you think [[the baby likes] and [was smiled at]]?

In order to understand how this works, and how it interacts with tloeytbé pivots, we need
a brief overview of the analysis of coordination in LFG.

Coordination in LFG is analyzed as involving a set of f-structi¢aplan and Maxwell
1988), licensed by the following phrase structure schema.

(72) XP — XP* CONJ XP
el el

It has been shown by Dalrymple and Kaplan (2000) and Dalrymple (2001jcivatinate
structures have a hybrid character, being both f-structure eintitilesir own right and sets of
f-structure entities. Conceptually, this means that, unlike setdjafcts, the whole coordinate
structure is a functional unit just as much as the individual conjupetdéures of coordinate
structures are either distributive or non-distributive: non-distribdiaeires are features of the
coordination as a whole, while distributive features are features of the dsnj@nemmatical
functions are distributive; as we saw in Chapter 3, a gramrhfaticdion which is present once
in the c-structure, above the level of the coordination, becomes paaobf conjunct

2An anonymous reader suggests that the following is not as bad as one might expect
0] Who do you think the elderly will vote for and {so/as a result} will wie tlection.
| agree that the imposition of an expression §iker as a resulimakes the sentence much better. While 1 do not fully

Bnderstlang why this would improve the sentence, it seems likely that the anaphoric nature of these expressions may
e involved.
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functionally.

Across the board extraction of top-level subjects follows automaticallyoiitisede-in

constraint licensinglv extraction will terminate at the coordinated complement. Esdignthe
result is an f-structure like the following:

(73)

[Focus [“who” ].\
PIV [“you” ]\

GF

PRED ‘claiW
PIV
N
TENSE PAST
PRED ‘visit <(T eyt OB)J>’
COMP oBJ  [“our house]]
N
TENSE PAST
PRED ‘see< ¢ cr OBJ)>’
oBJ  [“the baby]

>

However, sincelv is a distributive attribute, this is equivalent to:

(74)

[Focus [“who” ].\
PIV [“you” ]\

GF
PRED ‘claim <(T GR(T comp
" PIV
GF— |
TENSE PAST R
PRED ‘vVisit <(T eyt OB)]>’
oBJ  [“our house] ||
comP 1 ]
PIV
GF
TENSE PAST
PrRep  ‘see( (" GF)(" oBJ)’
oB)  [“the baby]

>
D

Across-the-board extraction pivs as in (71a) is thus straightforward.

Things get more complicated with nens. As we have seen nen¢ extraction is

licensed from the lower end of the dependency by inside-outrdgsig. In the case of
coordination, this means that the path must cross from the f-structure elemesentpgethe
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conjunct to the f-structure element corresponding to the coordinattusé. However, since
there is no grammatical function on the path between these, no cgemifiof PatbF will
license “escaping” the conjoined structure. In the following etli®no way to specify a path
from the f-structure element labelédthe first conjunct) to the one labelgd(the whole
coordinate structure)? marks the starting point of the inside-out desigination.

(75) a. *What do you think [[I brought baek and [everyone complained]]?

b. Focus [“who”]
PV [‘you” ]\
GF

PRED ‘think <(T Gp( T COM9>'

PIV [“I" ]S
GF
TENSE PAST

'l prED  *bring <(T et OB)>’
o) T[]
| ADJ {[*back’]}

PIV [“everyoneﬂ\L

GF
TENSE PAST

PRED ‘complain < ¢ 6F)>’

COMP @

The Coordinate Structure Constraint thus follows from the LFG theory of coordination.
Now suppose that the following constraint is associated with theredign of the

coordinate structure.
(76) (T bF) = ((PatlsF* 1) DF)

This licenses a discourse function in the coordinate structure whécth@aame value as a
discourse function higher (or farther out) in the structure, a “cloned” discourse function.
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(77) Trocus [*what’

PIV [“you”]>

GF

TENSE PRES

PRED ‘think <( T et COM9>’
FOCUS—

PV [

@4_}>

TENSE PAST

PReD ‘bring ((T GA(T o))’
ol [ ]

| ADJ {[*back’]}

COMP B 13 |

PIV [“everyone

= —~
TENSE PRES
PrRep ‘think ((T GA(T comp)

g,y_’[b

COMP | TENSE FUT

oBJ  [“the baby]

This “cloned”DdrF will be distributed between the conjuncts.

PreD ‘entertain( § GF)(" oBJ)
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(78)° rocus [“what”

PIV [“you” |:
GF

TENSE PRES
PRED ‘think <(T <@ COMF)>’

ADJ  {[“back’]}

TENSE PAST \\
PRED ‘bring <(T /G\B(T‘(zla}; >
COMP
Focu |
PIV [“everyone
GE ]>
TENSE PRES
PReD ‘think (T GH(T compy

comp | TENSE FUT
PRED ‘entertain( (" GF){" oBJ)

oBJ  [“the baby]

This distribution of the cloned discourse functi@sults in the across-the-board effect: each
conjunct has its own internal long-distance depeage€eThere is nothing to block the gap from
being a norriv or an embedderlv. Thus, a sentence like (71b) is licensed.

However, the cloned discourse function cannot beith of the same clausal level in
which it is located. The outside-in functional urtaanty constraint that licenses/ extraction
requires a path of at least one member, sincexrais are assigned a discourse function in situ.
There is no way to license a sentence like (71c).

BThis f-structure is rather bu_S{lhathere has six grammatical functiorscusof the main clause&pocusand
oBJof thebring clausefFocusof thethink clause, anélv andGr of theentertainclause.
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PIV [“you”]>

&e

TENSE PRES

‘h' k Py )

PRED  ‘thin ((T@p(T comn) J
Focus—% I
PIV [“the baby’ ~
CE
TENSE PRES
PReD ‘like (T GH(T osyy |||
OBJ ——

FOCUS

PIV [ |:
GF

TENSE PAST
PRED ‘smile-at <® ¢ 6F)>’

Since therocusand theriv in the second conjunct cannot be identified wabheother, the
second conjunct is ill-formed: tl@®cusis not properly integrated into the clause (techity,
a violation of the Extended Coherence Conditionj #re Gk argument of the predicate is
missing (a violation of the Completeness Condition)

Other languages have slightly different patteras.eéxample, according to Saiki (1985)
in Japanese no subject-nonsubject combination nyitied in across-the-board extraction,
regardless of degree of embedding.

(80) a.

[ Takashi o nagutte] [[[Satoru o ketobashita] to Keeja
Takashi ACC hit Satoru ACC kicked COMP Reiko NOM

omotteiru] to Sachiko ga shinijiteiru] otoko

think COMP Sachiko NOM believe man

‘the man who hit Takashi and Sachiko believes R#iktks kicked Satoru’

[ Takashi ga  nagutte] [Reiko ga  [Satoru ga ketobashita] to
Takashi NOM hit Reiko NOM Satoru NOM kicked COMP
utagatteiru] otoko
doubt man
‘the man who Takashi hit and Reiko doubts that Sataked’
*[ Takashi ga  nagutte] [[[Satoru o ketobashita] to Reiko g
Takashi NOM hit Satoru ACC kicked COMP Reiko NOM
omotteiru] to Sachiko ga  shinjiteiru] otoko
think COMP Sachiko NOM believe man
‘the man who Takashi hit and Sachiko believes R#iktks kicked Satoru’
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d. * Takashi o nagutte] [Reiko ga  [Satoru ga  ketobashita] to
Takashi ACC hit Reiko NOM Satoru NOM kicked COMP
utagatteiru] otoko
doubt man
‘the man who hit Takashi and Reiko doubts that Satoru kicked.’

Saiki proposes that the outside-in constraint (under our analysis, tivehatelicensesiv
extraction) is associated with the root of the relative clause.

81) NP — s NP
e (T ADy) N
({ DFPRED = ‘PRO

(3 pR)=(¥ cFPIv))

This analysis of Japanese differs from our analysis of Engli§tat the licensing constraint for
PIV extraction is associated with the root of the clause, not witvettire Put slightly differently,
Saiki's analysis treats the licensingr¥ extraction as a constructional property of relative
clauses, while our analysis of English treats it as a mowrgleclausal property. This difference
is plausible, since English deploys long-distance dependencies emmally than Japanese;
Japanese leaves elements in situ, for example. We also assume, following Falk (19&8)

it is possible to associate certain constraints with the conjahatsoordinate structusess long

as itis annotated to all of them/e hypothesize that tirev extraction constraint is one of these.

(82)
S - S CONJ S
let ((T pR=((Patter*T )oF ) let
((ToR=(T PatterPIv) ( (T oF)=(" PatarPIv )

This difference results in the different judgments in English Jaghnese. In Japanese;
extraction has to be across-the-board.

4.3. TheThatTrace Effect

One of the best known, and least understood, constraints on extractiofthstiece
effect.” The theory of pivots proposed here provides a new apptbaak, which is more
principled and less arbitrary than other analyses that have beenqutopbs facts are well
known:

(83) a. | think Gabi hugged Pnina.
b. | think that Gabi hugged Pnina.

(84) a. Who do you think Gabi hugged __ ?

“Earlier versions of this analysis have been outlined in Falk (2000; 2001).
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b. Who do you think that Gabi hugged _ ?

(85) a. Who do you think hugged Pnina?
b.  *Who do you think that _ hugged Pnina?

In the Government/Binding framework, this has been generally searcassequence of a

locality condition on traces: the Empty Category Principle (E@Rjch requires a trace to be
“properly governed”.

(86) a. K

| VP
tl/\

V CP
_| /\
think DP (o4
N
t C IP
PN
e DP |’
| /\
t | VP
| N
[PAST] V DP

hug Pnina
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DP, (o4
PN
who G IP
| /\
do DP [
| /\
you I‘- /\/P\
t Vv CP
_| /\
think DP (o4
I
t C P
|
that DP §
'! I VP
[PAST] \l/ D|P
hug Pnina

In (86a), the subject trace is hypothesized to be properly governedjm(8iGb) it is not. How
to achieve this result formally has turned out to be somethirgpoizzle, since, under GB
assumptions, there is no difference in structure between the sentence witmptheneentizer
and the one without. Several versions of this have been proposed, such as Ghra8gy
minimality-based approach to government, and Rizzi’'s (1990) conjunctieenstat of the ECP
(antecedent governmeand head government) combined with relativized minimality. The
essential problem with approaches of this kind is thattherace effect is not really a locality
effect; thewh element is no more local in the absence of an overt compleerethtan in its
presence. The attempts to redefine locality to account fah#it¢race effect are artificial.
There have been other approaches as well. For example, Ginzburgoa(208a)
propose an analysis in HPSG, under which an extracted subjeceistpnefe feature structure
of the verb: the value of treusJattribute is ayap-synsenobject. (The Argument Realization
Principle, which subtract& AsHelements from theompslist, does not affect theusilist.) The
suBJlist is passed to the VP and S which the verb heads. Unlike or@sawhich have an
emptysusJlist, the S from which the subject has been extracted hagarisynsenobject in
the value of itsusJattribute. So the subordinate S in (85) would have the following structure
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87) S

VP
SuBJ <>
comps ()
SLASH {}

] v ] NP
gap-ss 3 |
SUBJ LoC .
SLASH {} Pnina
COMPS <>
hugged

Such an S cannot be complement to the complemettiaemwhich selects a finite S with an
emptysuBJlist:

(88) PHON  (that) ]
S
INV -
ARG-ST VFORM fin
sul ()

Like the analysis we will propose, this is a lexical analysis, not a stalicie. However, it is
arbitrary: it does not explain wisusxs should be different, or why the complementidet
should be subcategorized for an S with an erapsglist rather than just an S. Therefore, like
the ECP analysis, it is inadequate.

We begin by observing that, contrary to what is generally supposetatiiece effect
is a lexical property of the head complementizer. For exampidsasved by Shlonsky (1988),
in Hebrew the complementiz#s ‘that’ does not induce thtbattrace effect, whilém ‘if’ does.*

5Shlonsky attributes this t@ cliticizing to the element to its right. He claims thats a “phonetic clitic” on
the grounds that it is not related to another word ﬂthe walydBrilgatis), it cannot be contrastively stressed, and cannot
occur in isolation. He then argues for the possibi igl of sg’mia jticization on the basis of a problematic (by his own
admission) analysis of multipleh constructions and on the basis of a particular analysis ofdi&téves in Hebrew.
The argument fafe even being a phonetic clitic is weak,thatis also resistant to contrastive stress and cannot occur
(as a complementizer) in isolation.
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(89) a. Mi ata xe&ev se xibek et Pnina ?
who you think.PRES that hug.PST ACC Pnina
‘Who do you think hugged Pnina?’

b. *Mi saalta im xibek et Pnina ?
who ask.PST.2msgSUBJ if hug.PST ACC Pnina
‘Who did you ask if hugged Pnina?’

A similar pattern has been claimed for some speakers of EhgliShbin (1987),for whom the
effect obtains withf but not withthat The existence of differences between complementizers
in some languages indicates that that-trace effect cannot be the result of some general
structural principle involving complementizers, but must be an individuacal property of
specific complementizers. So thkeattrace effect must be due to some marking in the
complementizer’s lexical entry. This contrasts sharjily the attempt in transformational theory
to make thehat-trace effect be a result of structural constraints.

The second observation about that-trace phenomenon comes from the functionalist
literature: different types of complement clauses are moheserclosely bound to the main
clause. For example, Gim (1990: 517) divides complement-taking verbs into three classes:

(90) a. Modality verbs (‘want’, ‘begin’, ‘finish’, ‘try’, etc.)
b. Manipulative verbs (‘make’, ‘tell’, ‘order’, ‘ask’, etc.)
C. Cognition-utterance verbs (‘know’, ‘think’, ‘say’, etc.)

Givon observes that the cognition-utterance verbs involve a weaker bondbetveemain
clause and subordinate clause than the other two types. He alssebsdifferent types of
complements, and observes that finite complements involve a weaker bondnfiaite. These

two observations are related to each other, since verbs of cognitiatienathce are more likely

to take finite complements. Gim also presents a scale of syntactic complement types, from
strongest bond to weakest bond:

(91) predicate-raised (elgt go > bare infinitive o infinitive > for-to infinitive > subjunc-
tive > “indirect quote” (i.ethaf) > direct quote

Our hypothesis is that thieat-trace effect is a grammaticalization of these differsmeelausal
bond. The concept of grammaticalization is familiar from the fonelfist literature: functionally
motivated distinctions become fossilized in the grammar dftiguage. When this happens,
they often lose their original functional motivation and become mere formal catsstrai
From our mixed functional-formal perspective, we need to ask ho#nGiebservation
might be expressed formally in the grammars of languages, anbdgboime grammaticalized.
It seems to us that there are two primary ingredients to sgrhnamaticalization of this
functional notion of bond. The first ingredient is the concept of difféypets of clauses. Since
the type of clause is lexicalized in the complementizer, it is fikudiat properties which are
a consequence of the type of clause will be encoded as lexicaltg®péthe complementizer.
Note that this means that, since (as noted above) gramnzatiali tends to lose the original
functional conditioning, omitting the complementizer provides a loopholestape the
properties in question. In the context of that-trace effect, if the effect is a consequence of the
higher independence of finite clauses, omitting the complemetitatshould cancel the effect.



105

It does.

The second ingredient is the concept of the bond between main and subacidusse
We have already identified tirev as the element that links a subordinate clause to the clause in
which it is embedded. It stands to reason, then, that the relative ugewe of certain types of
clauses should be expressed as a limitation optheome constraint that requires the clause
to have “its own’piv, rather than alv which is also part of a higher clause.

We propose that the lexical entrytbfat includes a constraint which we can express
informally as:

(92) The clause has its owrv.

This is exactly the right thing to say about timattrace effect: it is a property of the
complementizer, and it affects th. We formalize this in terms of the c-structure—f-structure
mapping'®

(93) Iftherivis overtly represented in the c-structure, it must be reprekiarttee c-structure
of that's clause.

The f-structure—c-structure mapping relation is capeldin the LFG literature. We can thus
restate the constraint in the lexical entrytait as:

(94) If (T PIv) exists, one of the nodes ¢n*(T) must immediately dominate one of the
nodes inp (T PIv).

More formally, we can define an f-structure-aware notion of imatediominance, similar to
such concepts as f-precedence. We will call this the f-ID relation.

(95) For any f-structurefs andf,, f, -IDs f, (f, — f,) iff there exists a node, in ¢ *(f,) and
a noden, in ¢ *(f,) such thah, immediately dominates,.

We can now state the lexical constraintloat-trace complementizers formally:
(96) ¢ Y(TrPv) = T, (Trv)

The lexical constraint (96) will be associated with differembplementizers in different
languages, although always taken from the bottom afrE\scale. Languages will differ in the
extent to which the independence of subordinate clauses is grantizedida standard English,
that, if, andwhetherwill all be marked with (96); in the dialects described by Sobiry, ibaind
whether Similarly, in Hebrewm ‘if’ will have (96) in its lexical entry, bute will not.

The c-structure and f-structure of the ungrammatical (85b) are:

This differs from the formulation in Falk (2000). There, the foatioh was purely in terms of f-structure
proEertles, disallowing thetv from being identical to an element in any higher clause. Themalation here follows
I(:al ¢ (2002)5 and takes into account the common use of resummneunis as a way of circumventithgit-trace effects
Sells 1984).
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cpP | Focus [“who”

P LS
| C/\ \TENSE PRES
| PN PRED ~<'think ((T (T comp)

d DP VP PIV: ]
° N G
you V cp€----. _CcoMp, | TENSE  PAST
| "> preD ‘hug ( (T GA(T oBY)’
think /C\ I (oB)  [“Pnina’] 1
C S
| |
that VP
/\

hugged Pnina

The highest c-structure node correspondinghtd's f-structure is indicated here, as is the
c-structure node corresponding to ke of that's f-structure. Contrary to the requirements of
the lexical constraint othat, the latter is not contained in the former.

We also note that this analysis is consistent wihht is often a problem for analyses of
thethat-trace effect: théhatrelative.

(98) the book [that interests me]

In such a relative clause, the relative pronoumoisovertly expressed in the c-structure. If the
relative pronoun is thelv, as it is here, the premise of the conditiongP®) is not met. We
therefore do not need any special exemptions fative clauses in this analysis.

Most importantly, this analysis of thieat-trace effect is explanatory. It combines the
functionally-based observation of Géivs with the formal/functional theory of pivothood
developed here, to provide an account which doegispstipulate the effect.

4.4, Summary

In this chapter, we have seen that the specialisstaf subjects in long-distance
dependency constructions follows from the theogiebthood. Thelv is the only subordinate

It should be noted that this only works if there is no emgeht (trace) in the lower CP corresponding to
the piv. This follows from our analysis, @sv extraction is always licensed by an outside-in constrairside-in
constraints do not involve traces under anybody's conception.

'8As has been pointed out to me by Edit Doron (personal commumigatata from mixed-subject languages
would help argue that it ®v that is relevant for thihattrace effect. Unfortunately, a search of the literatur
o?f the LINGUIST List (issue 13.2132, 20 August 2002) have not turned up geg-subject languages that have the
effect.
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element that can be directly referred to by the unmarked outsifle@tional uncertainty
constraint licensing long-distance dependencies. Other elementenbarbe licensed as
extractees through the more marked inside-out constraint. Asyrameétracross-the-board
extraction follow from this distinction. Finally, the theory of pivothoooMiies the basis for an
explanatory account of thibat-trace effect.
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CHAPTER 5

CONTROL CONSTRUCTIONS

5.1. Overview of the Issues

One of the most interesting constructions to be explained in asdisa of subject
properties is the class of constructions that can be grouped unddsribégontrol”. Under the
most inclusive definition, control constructions are all those inclvt@n argument of a
subordinate clause is not expressed overtly, but understood either as iddtitisalne other
element (usually an element in the immediately superordinaiss)lar as generic/arbitrary. The
unexpressed element is the controllee, and the understood refetéreaenistroller. Control in
this sense encompasses cases where the controller is atl@matient in its own clause (equi,
or control in the narrower sense) and cases where the controligr@ishematic argument in its
own clause (raising).

We take the core control constructions to be what can be refeasddonplement equi,
constructions in which there is a subordinate clause (generally ienmfildnguages that have
a finite/nonfinite distinction) which is a complement to a verb, with of the arguments of the
subordinate clause unexpressed and understood as being coreferentiagwitthe arguments
of the main verb. English examples include sentences such as the following:

Q) a The student tried [to understand the material]. (understood safjaederstand
is the student

b. The landlord agreed [to decrease the rent]. (understood sulijectefsésthe
landlord)

C. The child persuaded her father [to read another story]. (understoectsiitgad
is her fathe)

When we use the term control in this chapter with no modificatiomefeeto constructions of
this kind. Less central constructions include non-complement equi (eesetiordinate clause
is not a complement of the main clause) and raisivg. will have less to say about these other
constructions, especially non-complement equi.

Control, as understood here, crucially excludes constructions in wigcdubordinate
clause has explicit marking that indicates that its subjeoreferential and/or non-coreferential
with the subject of the higher clause. These constructions, usully eaitch-reference, were
discussed in Chapter 2 in the context of anaphoric constructions. Thetdstbetween control
and switch reference was motivated there.

The conventional wisdom is that the controllee in all control cortginecmust be a
“subject.” In transformational theory, various explanations have been paposthis, as
consequences of the special structural position which subjects occupyedwith stipulated
properties of the position and of the empty subjects. For exarhplémtitation of equi-type
controllees to subject is attributed by Chomsky (1981) to the lack ofrgoeat of the subject
position, combined with the otherwise unmotivated stipulation that the esmipjgct PRO is a

‘ "We consider sentences like the following to be examjptée Raising construction, and not “Exceptional Case
Marking”:

0] Babies believe dirt [to be edible].

109
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pronoun-reflexive hybrid (pronominal “anaphor”) and thus must be ungoverned intorder
escape the conflicting demands made by Binding Theory on pronoundlarives. On the
other hand, Chomsky and Lasnik (1993) claim that PRO carries a speciattabata feature
(called null Case) which only Eqtd® is capable of assigning. While theoretical proposals such
as these may provide an analysis within the context of partitiardtical assumptions, they
cannot be described as explanatory.

The interesting question in the context of the present study is wihetihg a controllee
is a property of théF or a property of thelv. Such a question cannot, of course, be answered
with reference to uniform-subject languages, since it is impedsildlistinguish betweei¥ and
PIvV. Examination of mixed-subject languages reveals a puzzlingsiiuigtsome the controllee
in a (core) control construction is tl& (e.g. Inuit, which we showed in Chapter 1 is a
syntactically ergative language (Manning 1996) (2)) while in others it B¥he.g. Balinese,
which we showed in Chapter 1 is a Philippine-type language (Arka 1998) (3)).

2) a Miiggat [qgiti- ssa- llu- tik] niriusui- pp- Uu- t.
children dance- FUT- INF- REFL.PL] promise- IND- INTR- 3PL
‘The children promised to dance.’
b. Miiggat [Juuna ikiu- ssa- llu- gu] niriusui- pp- u- t.
children Juuna help- FUT- INF- 3SG promise- IND- INTR- 3PL
‘The children promised to help Juuna.’

3) a la edot [meriksa dokter].
3 want ACT.examine doctor
‘He wants to examine a doctor.’
b. la edot [periksa dokter].
3 want DO.examine doctor
‘He wants a doctor to examine [him].’ / ‘He wants to be exathimea doctor.’
C. *Tiang edot [dokter periksa].
1 want doctor DO.examine
‘ want to examine a doctor.’

This difference is all the more surprising since it is the eabject property which appears not
to be consistent cross-linguistically. All other properties emnsistently typical o6F or
consistently typical ofiv.

In this chapter, we will show that a proper understanding of the caatnstruction,
combined with the theory developed in this study, provides an explanatite fordperties of
control constructions, including the apparently contradictory behavior inédasubject
languages. The required ingredients are an interaction betweentissnaad syntax, and the
LFG distinction between anaphoric control and functional control.

5.2. The Semantic Basis of Control

We begin by considering the semantic basis of the control construétlthough
generative linguistics has a long tradition of treating contral@srely syntactic phenomenon,
it is clear that semantics plays a role (as originally noted by Jackendoff 1972jud3t®n of

Zput crucially not the superficially identict which heads Raising clauses, as discussed briefly in Chapter 1.
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the semantic basis of control has been thoroughly examined by Sag and Pollard (1991).
Sag and Pollard observe that if control were purely a lexigaNyerned syntactic
property, one would expect to find a fair degree of idiosyncrasy. Instead, we firdidgiie
system of control verbs. Sag and Pollard classify these verbs as follows imEnglis

(4)

a.

influence verbs: the order/permit class (object con troller) 3

order, persuade, bid, charge, command, direct, enjoin, instruct, advise, authorize
mandate, convince, impel, induce, influence, inspire, motivate, move, pressure,
prompt, sway, stir, talk (into), compel, press, propel, push, spur, encourage,
exhort, goad, incite, prod, urge, bring, lead, signal, ask, empower, appgeal (to)
dare, defy, beg, prevent (from), forbid, allow, permit, enable, cause, force

commitment verbs: the promise class (subject contro ller)
promise, swear, agree, contract, pledge, vow, try, intend, refuse, chatise, de
decide, demand, endeavor, attempt, threaten, undertake, propose, offer, aim

orientation verbs: the want/expect class (subject ¢ ontrol)
want, desire, fancy, wish, ache, hanker, itch, long, need, hope, thirst, yéarn, ha
aspire, expect

They note that the following generalization hotds:

()

Given a nonfinite VP or predicate complement C, whose semantient Cis the soa-
arg of a soa s whose relation is R, the unexpressed subject of C is linked to:

A. the influenced participant of s, if R is of influence type,

B. the committor participant of s, if R is of commitment type,

C. the experiencer participant of s, if R is of orientation type.

That is to say, the choice of controller is based on the semantics of the control verb.
Sag and Pollard are less committal about the choice of controhésh is the focus of
our interests here. They note that there must be a syntactic carhfmotine choice of controllee,
as evidenced by sentences such as the following.

(6)

a.
b.

Lee persuaded Tracy to examine Kim.
Lee persuaded Tracy to be examined by Kim.

The fact that the controllee is the subject both in the activénanmhssive makes it clear that the
only possible generalization is that the controllee is the dubfethe subordinate clause.
However, having said this, they proceed to observe that therenaaatseconstraints on the
controllee, at least for some verbs. Specifically, in the casflwénce 6rder/permif) verbs and
commitment promisg verbs, the complement must have an intentional Agent, and it is this
intentional Agent which is the controllee. Where this does not happém,(6b), the reading

~ 3Some of theseaflow, permit, cause force) are ambiguous; they also have a meaning where the influenced
entity is not present, generally a raising verb.

“As is standard in the HPSG literatuseahere is an abbreviation for state of affairs.
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undergoes causative coercion, as imperatives do whegrthddressee is not an intentional
Agent; (6b) means something like ‘Lee persuaded Tracy to teuself to be examined by
Kim’.®> Languages that do not allow causative coercion do not accept seriemdéb), as
discussed by Kroeger (1993). So the choice of controllee is determirmdbgyntactic and
semantic factors. The situation is very similar to the addeestamperatives, discussed in
Chapter 2.

We can approach this from a slightly different perspective. Cangliae lexical-
conceptual representation proposed for the trgrby Jackendoff (1990).

(7) { AFF+V0I ([ ]a’ ) :|
oGS (], [even: AFF (f],)])

The top line of this representation expresses the existence of a volitional spetaifically, it
states that there is situation of volitional affecting (AE¥ in which the affecting entity (Actor)

is an argument (designatell The bottom line says that thisnstigates (or causes: CS) a further
(embedded) event, with uncertain successygerscript on CS). In this embedded event the
same argumeintis the Actor. To paraphrase, this representation says thattiavaliactor does
something, and exerts an effort towards the goal of self doing simgétThe important part

of this is the embedded event (i.e. the “self doing something” paft,.. AFF ([«], )] in
Jackendoff’s formal notation). This embedded event is not expressgd iclause; rather, itis
expressed by the complement clause. The lexical conceptual represespatifies semantic
identity between the Actor/Agent tfy and the Actor of the subordinate clause. This relation,
the semantic side of control, is inherent in the meaning of theryeds a result of its meaning,
the verliry must appear in a syntactic context which allows semantictgeetween these two
elements.

Despite the differences in approach between Sag and Pollardaekehdoff, the
conclusion is the same. Control is, at its source, a consequencseafidatics of control verbs,
not just a syntactic construction. By virtue of its meaning, suchoamwest appear in a syntactic
structure which allows coreference between the appropriate argoftleaicontrol verb and an
intentional Agent in the subordinate clause.

5.3. Syntactic Types of Control

While control is based in semantics, it must be executed in thexsyrr this reason,
control has both a semantic/conceptual aspect, which we discussegrnevibes section, and
a formal syntactic aspect. This corresponds to the distimate made in Chapter 3 between
notional constructions and formal constructions. The semantic side otasstt notional
construction, but what interests us is the nature of the formal gosix(s). It is the imperfect
match between notional constructions and formal constructions thetsres the apparent
typological complexity of the control construction.

In fact, the formal tools available for expressing the identigrgiment between main
verb and subordinate verb are two of the three tools available for emgwmaring across

5Sag and Pollard deny that this semantic restriction holdsifamtation verbs, and they demonstrate the lack
of causative coercion with such verbs. On the other hand, Dixon ( és verbs like ‘want’ and ‘hope’ among
those verbs which have a semantically-based same-subjecagunstiversally, so he apparently considers orientation
verbs to be the same as the other classes.
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coordination discussed in Chapter 3. To review, we saw that if omis waexpress a shared
argument of coordinate clauses only once, there are three wasisidgeathis syntactically:
coordination of a subclausal constituent, such as VP, with the caiacdmiistribution of any
higher clausal element; the use of a null (or incorporated) pronoumubifunctionality
involving multiple clauses. In control, subclausal coordination is not @@ijlaince it is a
subordination construction and therefore does not involve coordination. Howevenaphibaa
and multifunctionality are both possible.

The use of null anaphora is illustrated by (8): the element irutherdinate clause is an
unexpressed pronoun which is coindexed with the element of the main @laisse analogous
to the standard transformational analysis of control in terntkeohull pronominal element
PRO® Like any null pronoun, an unexpressed pronoun with control properties iselitens
lexically by the verb of which it is an argument.

8) a

b. I “the landlord”
PV [lNDEx [ }S
GF

PReD  ‘agree( (" GF)(' comp)’

The landlord agreed [to decrease the rent].

TENSE PAST
PRED ‘PRO
PV LNDEX i }‘-~\::>
comp | GF—

PRED ‘decrease T GF {{ o8J)
(0B [“the rent’]

The other possibility is cross-clausal multifunctionality. In suchse, the complement can be
thought of as a kind of predicate which is predicated of the relelanéet of the main clause,
rather than a true propositional complement. This predicative (or @pem)lement has a
grammatical function which is calleccomp in the LFG literature, and the governing veriy (
in this case) specifies that one of its argumentsdihieere) has an additional function in the
XCOMP.

9 a The landlord tried to increase the rent.
b. [ PIv [“the landlord ]

GF

PReD ‘try ((T GH(T xcompy

TENSE  PAST
PIV
GF

XCOMP | pbreD ‘increase( { GF){ osJ) "
oBJ [“the rent’]

~ ®Asalready noted, we reject the idea that PRO is alsededireflexive anaphor. As discussed in Chapter 2,
it is simply an unexpressed pronoun; there is no formal distinction between PR@and
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It should be noted that the availability of both of these options for carurmtructions is a
consequence of the general LFG theory of syntax. Excluding one rof woaild require
additional machinery in the theory. Thus, the use that we will bengakithe existence of the
two constructions is additional confirmation of an existing theory, matlehoc extension that
we have made.

Work on control in LFG has recognized the existence of both of thesm®gince the
seminal study of Bresnan (1982). The anaphoric construction (8) ikyusalked ANAPHORIC
CONTROL, and the one involving multifunctionality (9) is calledNCTIONAL CONTROL In a
parallel-architecture theory, it is to be expected, as we higagg noted, that a single notional
construction type may correspond to more than one formal construction. Bechareceives
independent confirmation if it turns out that the availability of niloa@ one formal construction
results in an explanation of differing patterns of properties.HaAve already seen this with
coordination chaining (Chapter 3) and long-distance dependencies (Chaptathé)case of
control, too, the existence of more than one formal construction reesngscal support. We
will see in the next section how it accounts for the initiallyzting behavior of control
constructions in mixed-subject languages. For now, we note, followitkg(Za0d1), that the
effects are present even in English. Under the semantic anafly&#g and Pollard (1991), as
noted aboveagreeandtry both belong to the class of commitment verbs. As a result, both
require control by the committor argument; the subject of the dctines of these verbs. The
semantics predicts that these verbs will have the same cormtpelrpes. However, it turns out
that they have different properties at the level of syntax. Fample, if we passivize the verbs,
the committor argument (the controller) is no longer expresseah asgument: it is either
omitted or expressed adgphrase adjunct. In anaphoric control, this should not matter: the
antecedent of a pronominal element need not be linguistically present,taadimfguistically
present, the grammatical function it bears is irrelevant. Mewean functional control the
controllee is identified with a linguistically expressed congralhose properties the governing
verb can specify (i.e. a core argument function); if the contiislleost present syntactically, the
construction should be ungrammatitalhe verbsagreeandtry differ in exactly this way.
(Bresnan 1982 refers to the inability of a passive agent to be aofualationtroller as Visser's
Generalization.)

(10) a. It was agreed ( by the landlord) to decrease the rent.
b.  *It was tried (by the landlord) to increase the rent.

As we noted in Chapter 3, null anaphora constructions can be expected grehter flexibility
in the identity of the antecedent: anaphoric control in English al&plis controllers, while
functional control, naturally, does not.

(11) a. Yoni said that Michal agreed to go to the movies togethaject ofgois
Yoni+Michal)
b.  *Yoni said that Michal tried to go to the movies together.

Such facts confirm the existence of both anaphoric and functional conérsingle language,

’In the passive, the committor argument can be expressdayghease, which we take to be an adjunct, but
has also been analyzed as an oblique argument. Due to the né#terigeinsing of functional control, neither an adjunct
nor an oblique can be a controller; only core functions cars(Bre1982). As a result, the control facts are the same with
or without aby phrase.
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independently of issues of subjecthood.

5.4. Subjecthood and Control

5.4.1. General

We turn now to the question of subjecthood in control constructions. It is camadiyt
believed that the controllee must be a subject, but in the contéwe thfdory proposed here the
question is whether it is th& or thepiv. As we have seen, the evidence from mixed subject
languages on this is ambiguous. We will argue here that the deatmolanaphoric control
constructions isF, but it isPiv in functional control constructions.

In (2) and (3) above we have seen examples of control in two mixed:slalnjguages:
Inuit and Balinese. Closer inspection shows that these two langhagedifferent control
constructions. It is observed by Manning (1996: 124 fn 41) that control in Irgitnod involve
strict identity between controller and controllee, but instead carnviewserlapping reference.
As we have discussed, departures from strict identity are timednk$ of anaphoric construc-
tions, and impossible in multifunctionality constructions. In addition, it agpthat passive
agents (even when unexpressed) can control. While Manning’s examplesaaladjunct, his
surrounding discussion suggests that this is true for all cases of control.

(12) Uumasugq [pikin- naviir- lu- gu] qilirsur- nigar- p-  u- g.
animal  kick.about- prevent- INF- 3SG tie.up- PASS- IND- INTR- 3SG
‘The animalwas tied up (by somebqgdlyPRQ) preventing (i) from kicking about.’

Functional control by an unexpressed element is impossible. Controltiminsi therefore be
anaphoric control, the formal construction in which the controllee is atptessed anaphoric
element which is coreferential with the controller. In Balinesehe other hand, in accordance
with Visser's Generalization, passive agents cannot be contr@dss & Simpson 1998; Arka
personal communication).

(13) a. Ci nyanjiang ia [mel montor].

you ACT.promise he ACT.buy motor.bike
‘You promised him to buy a motor bike.’

b. la janjiang ci [meli montor]
he DO.promise you ACT.buy motor.bike
‘You promised him to buy a motor bike.’

C. *la janjiang- a teken ci  [meli montor].
he promise- PASS by you ACT.buy motor.bike
‘He was promised by you to buy a motor bike.’

In addition, any unexpressed subject must be identical with an elantkatgoverning clause
(Arka 1998). Balinese control thus has the properties of the muliidmadity construction—
functional controf. Despite superficial appearances, then, Inuit control and Balineselaret

80ur analysis differs from that of Arka (1998). He claimg Balinese has both functional and anaphoric
control, the difference being marked (in part) by the aartjan/complementiz a%g However, the evidence he brings
does not support this analysis. The basic difference between clausapam%n clauses without is semantic: non-
apangclauses involve a greater degree of control over thedimade clause. In a sentence like ‘He wants to be rich’,
where there is a lesser degree of confgingcan appear in the subordinate clause, while in a sentence dikeghts
to eat a mango’, where there is a greater degree of cahtahnot. However, the facts of control are the samé in a
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distinct formal constructions: anaphoric control in the case of Indifanctional control in the
case of Balinese.

We have already discussed the essentials of anaphoric control, the control tonstruc
used in Inuit, in Chapter 2. Anaphoric control involves a null pronoun, just likerpm-As we
saw in Chapter 2, a null pronoun is licensed by the verb of whichiaiggament, with a lexical
specification of the following type.

(14) (TGP = “pronominal properties”, wherer is chosen from a language-specificlSef
argument functions.

One set of “pronominal properties” that can be specified in suocbnatraint is whatever
properties characterize the pronominal controllee (such as cafmaatypitrary reference and
dispreference for discourse antecedence). The choice of granminaticions that can be
members of the sétis governed by the relational hierarchy. As a consequence, thakatyst |
anaphoric controllee will bék. With control, unlike ordinary pro-drop, there is little possibility
that a language will allow to go any farther down the relational hierarchy. This is because of
the semantic constraints on control. As we have seen, at least ®ag and Pollard’s three
classes of control verbs require the controllee to be an intenégeait. Since the normal
mapping of Agent is tGF, it makes functional sense for languages to stap &t specifying
anaphoric controllees. In this sense, anaphoric control is similae t;mperative construction,
where similar considerations apply with respect to the addré&sabus predict that anaphoric
controllees are most likely to be limiteddb, and in any case will includ&.As we have seen,
the Inuit controllee conforms to this prediction: it mustibel o account for the Inuit example
(2b) above, repeated below as (15a), the grammar of Inuit will inthediexical entry (15b);
the f-structure of the sentence is (15c).

(15) a. Miiggat [Juuna ikiu- ssa- llu- gu] niriusui- pp- u- t.
children Juuna help- FUT- INF- 3SG promise- IND- INTR- 3PL
‘The children promised to help Juuna.’

b. ikiussallugu (T PrReD) = ‘help (T GF)(T oBJ)Y
(T 6F) = “control pronominal properties”
(TrPiv)= (ToB)

cases: the unexpressed element is obligatorily controlled. In sentdticas wvert subjecapa_ncjl_is_ optional in both
kinds of clauses. While these overt-subject sentences disfflergdces in the anaphoric possibilities depending on the
p][esenceI aiipangand the semantic nature of the control over the event, noreceemtences do not bear on the nature
of control.
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C. PRED ‘child
b1V PERS 3
NUM  PL
INDEX |
GF

PRED ‘promise<(]‘ GR)( COMP)>’
I PRED ‘Juuna’|l |
PV [INDEX j }\\
e [PRED _PROJ >

INDEX |
OBJ—

 PRED ‘help (" eh( OB)>’_

COMP

The prediction of our theory, that anaphoric control involvés eontrollee, is thus confirmed
by Inuit: the control is anaphoric control, and the controlle& is

On the other hand, functional control, the control construction usBdlinese, is a
lexical property of the governing verb, which specifies that onesocdrjuments bears an
additional function as an element in th@omp (Bresnan 1982). Schematically:

(16) (* Controller) = { xcomp Controllee)

The specification of the controllee here differs from anaphmordrol. It is specified by the
higher verb, and thus involves reference to an element of a lowes diube Pivot Condition,
such specification can only target the. The controllee in functional control must therefore be
thePiv of its clause.

(17) (* Controller) = { XCOMP PIV)

This prediction is confirmed by Balinese, as we have seen witxtmple (3b), repeated here
as (18a). The Balinese lexicon will include the entry in (18b), anidgtiacture of the sentence
is (18c).

(18) a. la edot [periksa dokter].
3 want DO.examine doctor
‘He wants a doctor to examine [him].” / ‘He wants to be exathlmea doctor.’

b. edot (T PRED) = ‘want((T GF)(T XCOMP))’
(Triv)= (T 6F)
(ToBJ = (T xcomp PIV)
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C. PIV [“mother”
GF [“father”]
OBJ=

PReD  ‘tell (T GH(T oB)(T xcompy

TENSE  NONFUT

PIV
GF [“doctor”
XCOMP

OBJ
PReD ‘examine( (" GF){ oBJ) "

In uniform-subject languages, anaphoric and functional control cannot be digtetybisthe
identity of the controllee: since the same element functions hgbaindriv, the controllee is
the A argument in either case. However, in mixed-subject languages, the défisrefear.

In syntactically ergative languages which do not allow catsaercion, the use of
functional control poses a potential problem. In intransitive clausesotamtl work as
expected, at least those intransitives with ageidirge With a transitive clause, however, it will
be impossible to create a control construction in which both synsaxtisemantic constraints
can be met. The syntax will designate #e (0BJ) as the controllee, but since theJis not
agentive it is not semantically compatible with the statuswirollee. This can be overcome in
a language which allows causative coercion, but a language that does not allbWavevito
way to produce a grammatical control construction with a transtiberdinate clause. As a
result, one might expect such languages to allow control into irttx@ndauses only. As we saw
in Chapter 3, this is what Van Valin and LaPolla (1997) claim ispttéern in the Mayan
language Jakaltek. This apparently bizarre restriction of cowtrokransitive clauses is less
bizarre under the current theory: it is simply a consequence weaalvable clash between the
semantic and syntactic requirements in transitive complements.

The LFG distinction between anaphoric and functional control thus alloiwsexplain
the apparent breakdown in the otherwise predictable division of labordrefivendpiv in
mixed-subject languages. It turns out that the distinction betwedgpes of control, rather than
being an embarrassment for the theory, receives confirmationtiesa kanguages, which were
not considered when the theory was initially designed.

5.4.2. Case Study: Tagalog

One interesting mixed-subject language whose control constrsibiave been discussed
in the literature is Tagalog. Tagalog is a Philippine-typedagg, in which the choice biv is
marked morphologically on the verb. Although Schachtersg)ériginal description stated that
theGr is always the controllee, subsequent work has made it cleaotitedl of bothGk andriv
exist in the language. The discussion here is based heavily earthmsightful analysis of
various aspects of Tagalog syntax by Kroeger (1993). Kroeger'gsenal far-reaching and
covers some of the same questions we are addressing. It issexpnathin the same formal
framework as the present study (LFG), making comparisons easige.W¢ will disagree with
some of Kroeger’s conclusions (Kroeger assumes a version of the invegspergrapproach),
we are heavily indebted to Kroeger. To increase readability dtip@log examples, subordinate
clauses are bracketed; the main-claugés inboldface; the subordinate-clausey is initalics;
and the subordinate-clauSkeis underlinedIf any of these items is unexpressed, it is represented
as ‘0"



119

In the usual control construction, the one described by Schachter, theleensrtiesr
regardless of whether it is also the. PIv-hood also has nothing to do with determining the
controller.

(19) (Kroeger (2.35))

a. Um- iwas ako [-ng tumingin kay Lornad].
PERF.ACT- avoid me.NOM COMP ACT.look.at DAT Lorna

b. Um- iwas ako [-ng tingn- an g si Lorng.
PERF.ACT- avoid me.NOM COMP look.at- 10 NOM Lorna

C. In- iwas- an ko [-ng tumingin kay Lorna g9].
PERF- avoid- IO me.ERG COMP ACT.look.at DAT Lorna

d. In- iwas- an ko [-ng tingn- an g S Lorna].

PERF- avoid- IO me.ERG COMP look.at- 10 NOM Lorna
‘| avoided looking at Lorna.’

Kroeger identifies this construction as anaphoric control. This &cord with the theory of
control proposed here, under which we expect the controllee in an anaphtnit construction

to beGr, regardless afiv choice. Taking (19b) as an example, the verb in the subordinate clause
has the lexical entry (20a) and the full f-structure is (20b).

(20) a. tingnan (T PRED) = ‘look.at((T GF)(T 0B,y
(T Pv) = (T 0BLya)
((T 6F) = “control pronominal)

b. pReD ‘avoid ( (T GA(T comp)’
[PRED ‘ PRO
PERS 1
PV |NUM SG
CASE NOM
| INDEX i
GF

| PRED ‘Iook.at<(T <10 OBgoa|)>’_

'PRED ‘Lorna’
PIV CASE NOM
COMP | INDEX |
PRED ‘PRO
GF :
| INDEX i
_OB‘]GoaI ]

However, Kroeger denies that the controllee is selected sgathctHe claims “that the
identity of the controller is determined by the lexical semaimtithe matrix verb (following Sag
and Pollard, 1991), and that the identity of the controllee is pityrdiermined by universal
semantic constraints on this class of Equi constructions” (p. 39) fisplgi he argues that the
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controllee must be a volitional Agent expressed as a core argusinece Agent alwaysnaps

to GF there is no need for a syntactic constraint that requires thelbeato besk. This differs

from our analysis, which claims that there are both semanticyaactc constraints on the
controllee. One possible piece of evidence in favor of a mixed sigrsaenantic approach is that
the restriction tasF holds for Sag and Pollard’s class of orientation verbs as well, verbs which
they claim do not impose a semantic restriction on the controllee.

Better evidence against Kroeger’'s position comes from the behaivi@rbs in non-
volitive mood. Ordinary (“volitive”) mood involves intentional action; non-veétimood is
unspecified for intentionality. Involuntary actions must be expbgsth the non-volitive mood.
This is illustrated in the following examples from Kroegamihich the accidental reading of
the non-volitive mood is a pragmatic inference which is unavailabl¢htowolitive mood
sentence.

(21) a. Naka- inum siya ng lasun.
ACT.NONVOL.PERF- drink 3SG.NOM ACC poison
‘He [accidentally] drank poison.’
b. Um- inum siya ng lasun.
ACT.PERF- drink 3SG.NOM ACC poison
‘He {intentionally drank / tried to drink} poison.’

The non-volitive mood entails that the event actually took place. Noti@sying can only be
expressed with the volitive mood. Crucially, control complements, giegenvolve intention,
are normally expressed with volitive mood. However, if the governinlg dees not require
control, it is possible to have a non-volitive complement:dhas then null, and receives
arbitrary interpretation.

(22) a. Nag- atubili si Maria[-ng ma- bigy- ang
PERF.ACT- hesitate NOM Maria COMP NONVOL- give- 10
ng pera Ssi Berj.

ACC money NOM Ben
‘Maria hesitated for (someone) to give the money to Ben.’

*Tagalog does not have a passive construction.
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b. [ASP  PERF ]
MOOD  VOL

PRED ‘hesitate( { GF){' comp) °

“Maria”
PV | INDEX b
GF—

MOOD NONVOL ]
prep ‘give (T GH(T oB)(T 0OBY,.))
_ [PRED ‘PRO
F
G | INDEX arb }
COMP [« "
o8) money”
| INDEX ]
PIV Ben
| INDEX k
_OB‘JGoaI -

The question is how this sentence is licensed. According to Kroeb#rary interpretation
(represented here as the featuk®gx arb]) is a property of anaphoric control; pro-drop in
Tagalog does not allow 1. This unexpressedr must therefore be licensed by the same
mechanism that licenses anaphoric control, not the constraint éretd&pro-drop. In this case,

it cannot be the semantics of the control construction, because thwagiss rule out control
with a nonvolitive complement. It must be a syntactic specificatltmwing an unexpressed
pronoun with control properties @ . We hypothesize that Tagalog verbs have both of the
following optional specifications:

(23) a. (¢ oF) = “referential pronoun properties” whe < {GF, OBJ, OB} in
decreasing order of naturalness
b. (T 6F) = “control pronoun properties” whea < {Gr}

This analysis is only possible if anaphoric control constructiongarsed syntactically (as well
as semantically).
Tagalog also has a second type of control. As Kroeger (1993: 71) puts it,

certain Equi predicates allow the controllee to be eitheAther [= GF] or the subject [+Iv] of the
complement clause. But we shall see that the syntactic abristvary depending on which of these
two options is selected. Tagalog thus provides evidence for twoetdtiffeinds of control relations,
one involving a semantic identification of controller with cont&ellthe other involving a syntactic
unification. This contrast is quite parallel to the distinctédbawn by Bresnan (1982) between
anaphoric and functional control.

In this construction, controller and controllee are lroth The following examples show the
same verb used in both constructions.

See the discussion of null pronominals in Tagalog in Chapter 2.
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(24) a. Nagpilit s Maria[-ng bigy-an ng pera _ni Ben4
PERF.ACT.insist.on NOM Maria COMP give- 10 ACC money ERG Ben
‘Maria insisted on being given the money by Ben.’
b. Nagpilit s Maria [-ng bigy-an # ng pera
PERF.ACT.insist.on NOM Maria COMP give- 10  ACC money
s Ben].
NOM Ben

‘Maria insisted on giving money to Ben.’

In the above quotation, Kroeger identifies the normal control construdtiotheGr controllee
as anaphoric control, and the lexically-governed one withcontroller and controllee as
functional control. This is in accordance with our predictions. In anaptanteol, the controllee
is based (at least on the syntactic side) on the relational hieraréagctional control (which
is a lexical property of the governing predicate) the controllee mustbé&he f-structures of

the sentences in (24) are:

(25) a PRED

‘insist ( (T GA(T xcoms)’
TENSE ~ PERF
PIV [“Maria”
GF
[PV —]
prep ‘give (T GA(T oB)(T oBg,,))’
XCOMP | GF [“Ben”]
oBJ  [“money’] I
L _OB‘]GoaI -
b. T insist (' & ’ |
prep ‘insist {(T GA(T xcomn)
TENSE  PERF
oy “Marla"lb
| INDEX i
GF } _
PIV [“Ben”] ——L
prep ‘give ((T GA(T oB)(" oBg,,))’
xcomp | & [PRED ‘.PRO:|
INDEX i
OoBJ  [“money’] .
OBJ — |
L L Goal -

We tentatively suggest that there is another case of functiontbl in Tagalog. Recall
that anaphoric control complements must be in the volitive mood, siniceghgonality of the
Agent is required by the semantics of the governing verb. We sawettha that do not require
control can also take non-volitive complements. Interestingly, nbtive complements are also
possible for verbs whose semantics require control. Due to the non-volidive, thesr of the
subordinate clause cannot be the controllee. In fact, there must beertGk. But some
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argument other than th@& will be controlled (with a coerced intentional-agent reading). The
anaphoric control of a no@r argument is not licensed by the syntax of Tagalog. This suggests
that the formal construction involved in these cases is functionalotoatnonér can be
functionally controlled, though, as long as it is also rRhe As the examples below (from
Kroeger) show, the controlled naiFargument has to also function as the!!

(26) a. *In- utus- an ko s Maria[-ng ma- halik- ang
PERF- order- IO me.ERG NOM Maria COMP NONVOL- kiss- 10
Si Pedrg.
NOM Pedro
‘| ordered Maria to kiss Pedro.’

b. In- utus- an ko s Maria[-ng ma- halik- an
PERF- order- IO me.ERG NOM Maria COMP NONVOL- kiss- 10
ni Pedro4].

ERG Pedro

‘| ordered Maria (to allow herself) to be kissed by Pedro.’

Kroeger does not have an explanation of the restriction of the destr Piv in this
construction, which he seems to consider to be anaphoric control.flirictsonal control, the
restriction toPIv is automatically accounted for. We propose the following f-structure.

(27)  [preD ‘order((T A" oy, )T XCO'V'9>’_

MOOD VOLITIVE
PRED ‘Maria’
PIV CASE NOM
INDEX i

[PRED ‘ PRO
NUM SG
GF PERS 1
CASE ERG
| INDEX ]

OBJ

Goal o\
PRED ‘kiss <(T &t OB\%oa|)>’ A
MOOD NONVOLITIVE
PIV
XCOMP PRED ‘Pedro’
GF CAE ERG
LNDEX k }
OB‘]Goal -

This differs from the previous case of functional control in that the controller hedenoé be
thePiv, but nothing in our theory requires this.

"This is also possible, optionally, for verbs that do not require control.
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5.4.3. A Non-Problem in Balinese

In this section, we will discuss a potential problem for theories of contrdhaisgteen
raised on the basis of facts from Balinese, and show that the theory proposed hetewan a
for these facts without any change. The material in this sastiomsed on Arka and Simpson
(1998).

Balinese, which we discussed briefly above, is a mixed-suajauiage of the Philippine
type; that is to say, it has morphological marking on the verb owedilyating which argument
is theriv. Unlike Tagalog, the “voice” system consists of only two forrgenéive and objective.
Agentive voice, as in Tagalog, assignsrhefunction to thesr; objective voice assigns it to (at
least) theoBJor 0By, (secondary object). Thus, in an applicative verb, the objective fortme of t
verb allows either object to be they. (In Balinese sentences, thiprecedes the verb.)

(28) a. la nanem- in teban-  ne kasela-kutuh.
3 ACT.plant- APPL backyard- 3POSS cassava
‘(S)he planted cassava in his/her backyard.’

b. Kasela-kutuh tanem- in=a teban- ne.

cassava DO.plant- APPL backyard- 3POSS

‘(S)he planted CASSAVA (i.e. nothing else) in his/her backyard.’
C. Teban- ne tanem- in=a kasela-kutuh.

backyard- 3POSS DO.plant- APPL cassava
‘In his/her backyard, (s)he planted cassava.’

As we have seen, Balinese uses the functional control constructioheazwhtrollee is theiv
of its clause. Here is a further example.

(29) a. Tiang tawang= a [ng- alih Luh Sari].
me DO.know= 3 ACT- look.for Luh Sari
‘Of me she knew | was looking for Luh Sari.’
b. *Tiang tawanga= a [Luh Sari alih].
me  DO.know= 3 Luh Sari DO.look.for
‘Of me (s)he knew that Luh Sari was being looked for by me.’

The problem Arka and Simpson raise has to do with the controlled dkel&el heories
of control identify the controlled clause as a complement; in Lp&ifically anxcomp. Arka
and Simpson claim that sentences such as (30b) are problematig $nca theory of control.

(30) a. Tiang negarang [naar ubad ento.
me  ACT.try ACT.eat medicine that
b. [Naar ubad ento] tegarang tiang.

ACT.eat medicine that DO.try me
‘| tried to take the medicine.’

In (30a), the controlled clause is some sort of complement. Thedlhegblem is (30b). Under
Arka and Simpson’s analysis, the clause bearstise function. Theories of control do not
recognize subject as a grammatical function for a core cofdraes; control of subject clauses
is always optional control, often involving an arbitrary reading. Urniesibalysis proposed here,
this problem does not exist. The controlled clause isithef the main clause, but this has no
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bearing on controllability. The controlled clause can still be ardlgs arxcomp; in fact, it
could not bear the argument functiGin, since the voice marking on the verb ‘try’ is objective.
All we need to say is that Balinese has the (apparently unygsapgrty of allowingccomps to
berivs?a functional assignment associated with objective voice. Unlikanidilgsis assumed
by Arka and Simpson, beimgyv does not exclude the possibility of bearingxtbemp function.
The f-structure of (30b) is the following; note that the controtkdise bears thecomp
function.

(B1) [er
PRED

XCOMP | breD ‘eat<(T C:10 OB)>’

oBJ  [“that medicine]

PIV:

Under the approach to control and to pivothood taken here, Balinese does nahposetial
challenge. This is specifically a consequence of taking pivothood nolépandent of argument
mapping. We take such results to be confirmation of the correctness of our view of pivothood,
as well as the analysis of functional control.

5.5. Other Control Constructions

5.5.1. Non-Complement Equi

We do not have much to say about non-complement control constructions. These com
in two varieties: nonx)comp arguments (usually subjects) and adjuncts. The former should be
restricted to anaphoric control, since it involves a closed-functiamraegt. It should therefore
be limited toGF controllees. For example, the following Tagalog construction, wiitrary
control, appears to be of this kind.

(32) a. Magastos [i- bilig ng bigas sa groseri ang pamilyd
expensive BEN- buy ACC rice DAT supermarket NOM family
‘It is expensive to buy rice for a family at a supermarket.’

2There is a complication which is not relevant for the iséees, but does suggest a need to enrich the LFG
theory of open functions. According to Arka (1998), not all colgtdatlauses can lpev. He distinguishes between term
(core) complements and non-term (non-core) complements, withhenformer having the ability to lrev. This may
mean that there is more than one open complement function, pedups@siand a non-coreCOMP; see Falk (2005).
This does not materially change the point being made here, however.
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b. PRED ‘expensive< T EF) ’

[mMooD  voL |
PreD  ‘give ((T GH(T oB)(T oBY,,))’
- PRED ‘PRO

_ GF [INDEX arb }

GF oBJ  [“rice”]
ADJ  {[“at a supermarkef} \
PIV [“family”
| OBLg,, i

PIV _

C. Mabuti- ng [bigyan ¥ ng pera ang mga mahihirap
good- LNK give.lO  ACC money NOM PL poor
‘It is good to give money to the poor.’

Functional control of nonx)comp arguments should be ungrammatical. We therefore predict
that controllee choice in these constructions should never be pivot-dependent.

Adjuncts, on the other hand, can be either cloaed) ©r open XADJ) (Bresnan 1982).
Closed adjuncts should hagecontrollees, while open adjuncts should raveontrollees. We
therefore make no prediction about adjuncts in general.

The main problem with coming to a typological conclusion about non-comeple
control phenomena is that much less has been said about them irraheréteStudies of non-
complement control constructions in individual languages are needecatclgater picture of
what the empirical facts are.

5.5.2. Raising

Raising is a control construction in which the controller is notradtie argument of its
verb. An anaphoric analysis is not possible, because that wouldtlheagentroller without a
thematic rolé? Under a functional control analysis, on the other hand, since the controller and
controllee are the same entity, as long as the controlleeag#étematic role there is no
meaningful element in the sentence which does not receive a thewlati Raising must
therefore be analyzed as a functional control construction (Bresnan a882061). The raising
verb lexically requires its non-thematic argument to be identbdllke subordinate claus@w.

In terms of the present study, then, we would expect that the beatro raising
constructions must krav. So far as it can be tested (raising appears to be rarged-subject
languages), this is true outside of the Polynesian langudgiesthe following Tagalog examples
from Kroeger (1993). ((34c) is a non-Raising use of the same verb.)

(33) a Pinang- aakalaarsi Fidd [na makakagawa
IMPERF- think.IO NOM Fidel COMP ACT.NONVOL.FUT.do
ng mabuted].

ACC good
‘Fidel is thought to be able to do something good.’

BTechnically, in LFG, a violation of the Coherence Condition.
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b. Malapit na s Manuel [na hulihin  ng polis #1].
STAT.close already NOM Manuel COMP catch.DO ERG police
‘Manuel is about to be arrested by the police.’

(34) a. Inasah- an ko ang pambansangawit [na awit- in ni Linda 4
expect- IO LERG NOM national anthem  COMP sing- DO ERG Linda
‘| expected the national anthem to be sung by Linda.’

b. *Inasah- an ko s Linda[na awit-in @ ang pambansang ayit
expect- IO .LERG NOM Linda COMP sing- DO NOM national anthem
‘| expected Linda to sing the national anthem.’

C. Inasah- an ko [na awit-in ni  Lindaang pambansang awit].
expect- IO LERG COMP sing- DO ERG Linda NOM national anthem
‘| expected that Linda would sing the national anthem.’

The f-structures of (34a,b) are as follotts:

(35) a PRED ‘expect< (310 XCOMP)> ¢ oy, )]
é\F [uln ]
PIV [“national anthem

0OBJ

Indir

PRED ‘Sing <(T GRA(T oB)

xcomp | GF [Llnda]
PIV-
OBJ

b "lerep ‘expect( (" G xcomp) (© oBJ, )
&[]
PIV [“Linda”
OB‘Jlndir
preD 'sing ((* GA(T oB)
xcomp | GF _
PIv  [“national anthem]
I OBJ 1 |

Note also that the controller in the raising camgion in Tagalog also must have the function
of PIv. It is thus exactly the same as Tagalog functicoatrol Equi.

However, consideration of the discussion in thgipres chapter leads us to conclude that
the situation may not be quite so simple. We sanethin discussing long-distance dependency
constructions, that LFG hypothesizes a loophol¢éhéo Pivot Condition, the source of our
prediction that functional controllees will mevs. This loophole is inside-out (bottom-up)
licensing of cross-clausal identity. Since in imsmlt licensing the starting point is the

A couple of notes: one about analysis and one about notatiomsisaming, on the basis of the voice marking
on the verb, that the controller is a secondary (indirectfbbjes for notation, placing the function name outside of the
angle brackets in the f-structure representation of argument structwaté@sdihat it is a nonthematic argument.
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controllee’s clause, the Pivot Condition is inapplicable; a constiaguciated with the same
clause as the controllee could designate anything as a functional controllee.gé&tedithat
such an option is marked, but available in principle. This leads us to elxggathile raising
of PIv is the norm, there may be languages that allow raising oPwsn-a possibility that
appears not to have been raised previously in the LFG literaturee ihisibption appears to be
relatively rare (much rarer than inside-out licensing of long-distdependencies), inside-out
functional control appears to exist in languages of the Austronesialy fprimarily Polynesian
languages?

In the Polynesian language Niuean (Seiter 1983; Chung and Seiter 1980), for example,
GF andoBJ can both raise, although oblique arguments cannot.

(36) a. Kua kamata [ke hala he tam@ndé e  akaul].
PERF begin SBJCT cut ERG child male ABS tree
‘The boy has begun to cut down the tree.’ (lit. ‘It has begun that theubalpwn
the tree.’)
b. Kua kamata [e tamaarte] [ke hala e akau].
PERF begin ABS child male SBJCT cut ABS tree
‘The boy has begun to cut down the tree.’
C. Kua kamata[e akau] [ke hala he tamand].
PERF begin ABS tree  SBJCT cut ERG child male
‘The tree has begun to be cut down by the boy.’
(37) a. To kamata [ke fakahe Pita e tau tohi ki a Sione].
FUT begin SBJCT send ERG Peter ABS PL letter to PERS John
‘Peter’s going to begin sending letters to John.’ (lit. ‘It isxgdb begin that Peter
sends letters to John.”)
b. *To kamata [a Sione] [ke fakahe Pita e tau tohi
FUT begin  ABS John SBJCTsend ERG Peter ABS PL letter
ki ail.
to PRON
‘John is going to begin being sent letters by Peter.’

While it is not clear from the literature what the is in Niuean, it cannot be the case that it is
simply indeterminate, and th&r andoBJ can both serve asv. Languages which allow both
GF andoBJto function asiv are Philippine-type languages, and mark the identity obithe
morphologically on the verb. We hypothesize that in Niuean the raisitgselects the open
xcoMP function, but functional control is licensed by the subordinate verlwhvwdarries the
optional lexical specificatior:

(38) (TGF)= ((xcompT)GF), wherecF e { GF, OB}

*Some such analysis may also be appropriate for some chtes of equi and raising in Daghestanian
languages discussed by Kibrik (1987).

®Note that the options for controllee in Niuean are takem fre top of the relational hierarchy. This is what
is expected under our analﬁsis. Since the control equation @aeslowith the subordinate verb, which picks one of its
arguments as controllee, the construction involves a verlifigpgdnformation about an argument—this should be
subject to the relational hierarchy as discussed in Chapter 2.
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Rotuman, related to the Polynesian languages but not itself Potyrediiavs raising of a wider
variety of grammatical functions (Besnier 1988); the followingnegles show raising ofF,
0BJ, and two cases @BLg,,

(39) a. Dou pdes [te  Jone] [lald].

me want OBJ Jone go
‘I want Jone to go.’

b. Dou p&es fe  Jone][la ?ee lakell.
me want OBJ Jone COMP you see
‘I want Jone to be seen by you.’

C. Dou p&es [te  Jone] [la ?ee lafeea se].
me want OBJ Jone COMP you speak to
‘I want Jone to be spoken to by you.’

d. Dou p&es e Jone] [la ?ee lal&® se].
me want OBJ Jone COMP you go to
‘I want Jone to go to you.’

Here again, we hypothesize that the argument sharing is licensedadosided the constraint
is thus associated with the clause containing the controllee.

The hypothesis that these cases of Pemraising involve inside-out licensing makes one
expect this construction to be similar to long-distance dependencyueiosts, where inside-
out licensing, though marked, is prevalent cross-linguistically. Oreeting similarity with
long-distance dependencies is the use of resumptive pronouns. Rplexalong with the
ordinary Raising that we discussed earlier, Tagalog all@gng of a norriv GF if the
controllee position has a resumptive pronoun. Kroeger (1993) calls thisumbiast Copy-
Raising.

(40) a. Gusto ko s Charlie [na lutu- in niyd*® ang sumah
want me.ERG NOM Charlie COMP cook- DO 3SG.ERG NOM rice.cake
‘Il want Charlie to cook the suman.’

b. Inasahan ko s Charlie [na bibigyan niya/®
PERF.expect.lO me.ERG NOM Charlie COMP FUT.give.DO 3SG.ERG
ng pera si Lindd.

ACC money NOM Linda

‘| expected Charlie to give Linda some money.’

The verbs involved here are clearly raising verbs, and their sesahtws this: the controller
is not a thematic argument of its verb. (This is also true of the examples bEh@se are not
ordinary anaphoric constructions. The use of a resumptive pronoun sirgy reonstruction
makes sense if the construction is licensed from the controlléepokKithus provides evidence
for the inside-out licensing analysis of neR-raising.

Another language in which resumptive pronouns are possible in raiiiegislynesian
language Tuvaluan (Besnier 1988). The sentences exemplify raisifig oBJ, 0BL;,, and
OBLg,, respectively.
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(41) a. Koo ttau [Niu][o ssala (nee ia) tena manuia].
INCH must Niu COMP look.for ERG he his luck
‘Niu must go and seek his fortune.’

b. Koo ttau [Niu][o polopolooki nee ana maatua (a ia) ].
INCH must Niu COMP scold ERG his parents ABS he
‘Niu ought to be scolded by his parents.’
C. Koo ttau [iaa Niu][o faipati au ki ei].
INCH must at Niu COMP speak me to PRON
‘I must have a word with Niu.’ (lit. ‘Niu must [I speak to him].")
d. Koo ttau [iaa Niu][o maua mai  se sulu foou moo ia].

INCH must at Niu COMP get DEICT a loincloth new BEN he
‘Niu must be given a new loincloth.’

Resumptive pronouns are optional in Tuvaluan for the raisiGgg ahdoBy, and obligatory for
OBLp,;, andOBLgg,,

Similarly, in Samoan (a mixed-subject “syntactically ergatiagiguage), modal verbs
govern raising of the subordinate (not theriv)'’; a resumptive pronoun is possible although
dispreferred (Chung 1978). Other verbs that govern raising allow d@otind oBJ to be
controllee (Chung 1978; Mosel and Hovdhaugen 1992). Nothing forces a languagesiati-
out licensing to allow resumptive pronouns, of course, just as not alldgeg with inside-out
licensing of long-distance dependency constructions have resumptive pronounseitree
fact that at least some of the languages with mamaising allow resumptive pronouns is
significant.

The possibility of inside-out licensing of functional control, inherethéformalism of
LFG, thus seems to be realized in some languages. Neverthetdstarsguages appear to be
relatively rare, much rarer than languages that use insidéeeasing for long-distance
dependencies. The rareness of such languages may be due to the facictional control is
fundamentally a lexical property of the governing verb, so theteoisger functional pressure
for the governing verb to provide the licensing.

5.6. Conclusion

What we have seen in this chapter is that the properties of control canasut the
result of a complex interplay between semantics and syntaxcdreeinstance of control,
complement equi, is a construction which results from the semantiecs obntrol verb but is
licensed syntactically. The availability of two different sytitaconstructions, anaphoric control
and functional control, results in both tlie and thepiv being potential controllees. (The
possibility of inside-out licensing of functional control, which akoadditional possibilities,
seems to be taken primarily by Austronesian languages in raisingfructions.) Some
languages, like Tagalog, use both constructions, while others pick opboaoaontrol in the
case of Inuit, functional control in the case of Balinese. Famymanguages that have been
discussed in the literature, there is no independent evidence avéolatile identity of the
control construction, but it is plausible to hypothesize at this gtatjether languages in which
the controllee isF—such as Chukchee (Comrie 1979)—are like Inuit in using anaphoric control

YIn Tongan, the sole raising vethya ‘be possible, be able, manage’ is like this (Chung 1978), apparently
without the resumptive pronoun option.
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exclusively, while languages in which the controlle@lis—such as Toba Batak (Manning
1996), Indonesian (Arka & Manning 1998), Dyirbal (Dixon 1972, 1994), and Y {Bixon
1977)—are functional control languages. We are aware of no counteregataptpuages in
which other evidence for the nature of the control construction clastiesuw prediction as to
the nature of the controller. Such languages would pose a seriolengbaio the theory
proposed here, but if, as seems to be the case, languageskaidiad not exist, our theory
provides an explanation for the cross-linguistic distribution of controllees.

Explaining the identity of the controllee cross-linguisticadlyai particularly difficult
challenge for theories of syntax, especially in light of the diggdly puzzling behavior of
mixed-subject languages. Past attempts at explaining the siffority of control to subjects
have foundered in one way or another. Accounts in the transformatiaadiom posit
unwarranted constituent structure and arbitrary stipulated propentidsprovide no way to
explain the inconsistent behavior of mixed-subject languages. Furisticarad typological
accounts have typically fallen back on stipulating different pivotdifterent constructions, and
not explaining the existence of the options which exist. Many accanitsjing previous LFG
analyses, simply stipulate that the subject is the controlleeh&bey of subjecthood proposed
here, combined with the standard LFG theory of control, allows us taiexipé cross-linguistic
behavior of control constructions elegantly, and with no arbitrary stipulations.
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CHAPTER 6

UNIVERSALITY

6.1. Non-Subject Languages

The question has often been raised whether the concept of subglevant for the
grammars of all languages. As noted in Chapter 1, such a claibebasnade for a class of
languages which we have referred to as non-subject languages.cimagbisr, we will explore
the question of the universality of the subjecthood functions.

In a sense, we have already answered the question about universaégusiifunction
in the negative. In the theory proposed here, subject is not a universal gramimaditiah: it
is merely the intersection of the grammatical functiGhsandPiv in those languages (the
uniform-subject languages) in which they always coincide. In mixegest languages there is
no equivalent to the notion subject. However, this just pushes the questiandtepkthe same
guestion can be asked about the functi@nandriv: Are they a necessary part of the grammar
of every language? In this chapter, we explore this question.

The question of the applicability of the theory we have developed hamntsubject
languages has important implications for linguistic theory, andctmeept of Universal
Grammar. It is part of a broader question: the universality ofigyatical functions in general.
The conception of grammar that we have adopted here assigns gieahriuections an
important role in determining the properties of syntactic constngtif it were to turn out that
there are languages in which grammatical functions can be argued not tih existd pose a
major challenge for such a theory. An illuminating analog comes éamstituent-structure—
centric theories: if it can be argued (as it has been by many temsesirc LFG; see Nordlinger
1998 for a recent survey) that not all languages have a constitwetds in which the subject
asymmetrically c-commands the object, the potential universdlityeories that require such
a structural asymmetry to account for the differing propertisslgfcts and objects is seriously
compromised. Similarly, if we argue that the properties of sudgeeta result of the grammatical
functions that they bear, the discovery of languages in which gracaihfahctions do not play
a role is potentially very damaging.

On the other hand, we must be careful in evaluating claims thatertanguages may
lack grammatical functions (just as we must be carefulvaluating claims about lack of
particular types of constituents in a particular language)taidgr, nothing in the theory
presented here prevents semantic or pragmatic factors froningnieio determining the
properties of a particular construction; in fact, a parallel-tachire theory like LFG leads one
to expect multiple dimensions of language to interact. We haadglseen interactions of this
kind in anaphoric binding (Chapter 2), the that-trace effect (Chapterdiyontrol constructions
(Chapter 5). The parallel-architecture approach to language cldaly superior, makes the job
of the typologist much more difficult.

We also must be careful not to draw conclusions which go beyond the evaleilable.
Consider two examples from phonological distinctive features. INfdadures play a role in
every language; for example, the feature [tdistributed] f@tever feature one’s phonology uses
to distinguish dentals from alveolars) is not necessary in t#esgthe phonology of English,
as there are no pairs of phonemes which are distinguished by this feature, sot dizdime
a natural class of English sounds. However, demonstrating that jiugtistt] plays no role in the
phonology of English does not result in any questioning of the role of digéifieatures per se;
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it simply means that different languages deploy the featurfesatitly. The other example from
phonology concerns a feature that may exist in a language buasksetalefines happens not to
play a direct role in the phonology of the language. Thus, if a lapduagylabial phonemes it
makes active use of the feature [labial] in defining its soundshérg may be no phonological
rule that refers to this feature. We are not then free ttotgnalyze the phonology of the
language in such a way as to eliminate the feature [labi& st therefore be careful both to
insure that if we discover that a particular language lacks @ylartgrammatical function we
do not conclude that the language has no grammatical functions, and the&peppose of the
grammatical functions in mind, and not to conclude that if a particldas of rules does not
refer to a particular grammatical function that the granwabfiinction does not exist. The view
of Universal Grammar that we take here is what Jackendoff (2002) calls the “tovieax”

Returning to syntax, we can draw a parallel to the earliemaditsen of constituent
structure. If we conclude, following the literature cited, ti&treé exist languages in which
subjects and objects exist but are not distinguished by occupying digtsitions in constituent
structure, we are not automatically free to conclude that comdtgtracture has no role to play
in the grammar of the language. In fact, research in LFG bag¢tly, we believe) consistently
assumed that constituent structure exists in all languages,hatdliffers is the nature of the
mapping between constituent structure positions and grammatical functions.

Part of the problem with claims about the irrelevance of gramahdtinctions for a
particular language is that they often derive from a prejudai@stgsyntax. Consider Van Valin
and LaPolla (1997), for example. Section 6.2.1 of the book is entitled fxnglages have
grammatical relations?” The first sentence of the seateads: “The question here is quite
straightforward: is it the case that in every language, one or manengitical relations can be
identified which cannot be reduced to any other type of relation, ficyar to semantic or
pragmatic relations?” The clear implication is that if oae do without reference to syntax-
internal relations, one should. This is no better than the opposite exifegmtactic imperialism
in which many formalist syntacticians indulge. Since, under our conceptigrammar, the
different dimensions of language are in relations of correspaedeith each other, we can
expect syntactic, semantic, and pragmatic relations to roughigidei Our guiding assumption
here is that all of these aspects of language exist, and that ngorniesy over another. The
guestion is how to disentangle the roles of the various dimensions.

One final problem with most attempts to determine whether grammaticéibfusare
universal is a faulty conception (or no conception) of the natugeanfimatical functions. In
Chapter 1, we outlined several approaches to the nature of notions ligetlsabg, and argued
for an approach that takes the function part of grammatical functioously. We have
subsequently specified the nature of the functionality of subjectsifidegiaind distinguishing
the functionsGr andpiv, and shown how properties of various constructions follow from the
nature of these types of functionality. Our exploration of thetmunesf universality will be
based on the understanding reached in earlier parts of this studyafuheof the grammatical
functionsGr andpiv.

We will conclude in this chapter that the function appears to be used in all languages,
while there may be languages that do not make use pitlignction. In the course of reaching
these conclusions, we will also show that some languages which hawveclagned to be
pivotless do, in fact, have pivots. We will discuss the typologictindition between subject-
oriented and topic-oriented languages, and its relationship to pivothood.IVdésavprovide
some conjectural comments on morphologically ergative languages.
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6.2. The Realization of Arguments

We begin with exploring the universality of tGe function. What does it mean to ask
if GF is universal?Gr is an argument function: the grammatical expression of an argum
specifically, the most prominent argument. Taken literally, dlagnthatGr is not universal
would mean that there are languages that have no gramnvadigalf expressing the most
prominent argument. Naturally, this is not what is meant.

Instead, the claim that has been made is that in certain F@gyjaaguments express
thematic roles directly, with no need for an intermediate lew@lmthx (grammatical functions).
These kinds of claims are made primarily for what are oftbedcactive languages”, where the
expression of the sole argument of an intransitive verb is based trmewbenot it is agentive.
We presented examples of active languages in Chapter 1; we repeat them here.

(1) Manipuri

a. dy- no celli
I- ERG ran
‘I ran.’

b. Jy sawwi
| got.angry
‘I got angry.’

C. Nwsit- o ce  clli.

wind- ERG paper carried
‘The wind carried away the paper.’
(2) Lakhota
a. Wa- P
1sgAGT- arrive
‘| arrived.’
b. Ma- sica.
1sgPAT- bad
‘I am bad.’
C. Ma- ya- kte.
1sgPAT- 2sgAGT- Kkill
‘You kill me.’

(3) Acehnese
a. Gopnyan ka= geu= jak u= keude.
he already 3.AGT go to market
‘He went to market.’
b. Gopnyan sak= geuh.

he sick 3.PAT
‘He is sick.’
C. Ji= kap= keuh.

3.AGT bite 2.PAT
‘It'll bite you.’
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More fine-grained typological distinctions are sometimes madeekample, Dixon (1994)
distinguishes between languages with semantically basedggaskiit-S languages, and fluid-S
languages. These distinctions are largely based on Case mayteegiant. In semantically
based marking, the Case marking on the nouns reflects their sepmapédies in the particular
event described, rather than being a grammaticalized propertywarthdn split-S languages,
the arguments of transitive verbs are uniformly marked, but th&imgaof arguments of
intransitive verbs depends on whether the verb prototypically talkesiag or non-agentive
argument. In fluid-S languages the arguments of intransitive veebsarked based on the
particular event described, not grammaticalized by the verb. Hovwi2ixen does not deny the
relevance of the argument grammatical functions to the descriftioese languages; he merely
claims that they are less important. This is an importantindigin: nothing in our theory
prevents morphological marking from mirroring thematic roles, inftional status, or other
non-syntactic properties. This does not render grammatical functionexmstant, simply
irrelevant (in those languages) for specifying the morphologicetings under consideration.
However, we believe that Dixon has overstated the case for éhevance of grammatical
functions.

Consider pronominal clitics in Acehnese. We presented some datadetmese above;
we give further examples here. These examples are taken flmouasion of these clitics in
Van Valin and LaPolla (1997) based on Durie (1985). The basic observatithat some
arguments are registered on the verb by proclitics and some by enclitics.

4 a (Lon) lon= mat =geuh.
1POL 1POL= hold =3
‘I hold him/her.’

b. Geu= jak (gopnyan).
3POL= go 3POL
‘S/He goes.’

C. Lon  rhét (=lon).
1POL fall =1POL
‘I fall.’

d. *Lon lon=  rhet.
1POL 1POL= fall
‘I fall.’

The descriptive question is how to characterize which argumegg®trproclisis and which
enclisis. The description preferred by Durie and by Van Valin aiblla is to say that the
syntax makes direct reference to the thematic roles: poschtie Agents and enclitics are
Patients. Such a description allows one to avoid reference to gramrhatatadns. However,
this is not the only possible way to describe the situation. Suppase saggested in Chapter 2,
that active languages differ from the more familiar varietyhat, instead of mapping their
arguments as in (5a), they map them as in{5b).

'Again, as in Chapter 2, we are using an informal descriptiorgafheent mappin?. Within a framework like
LFG’s Lexical Mapping Theory, this could be formalized by re guFH] arguments to follow the default mapping to
grammatical functions {p]) instead of allowing them to map teq] as an alternative.
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5) a The highest available argument maps to the highestlleagrammatical
function, the next argument to the next grammatical function, and so on.

b. The highest argument role maps to the highest grammaticaldiunttie next
argument to the next grammatical function, and so on. Grammftiazions
whose corresponding argument role is missing are skipped.

Under this sort of active argument mapping, an Agent (as in non-ktyeages) is predictably
GF, since Agent is the highest thematic role, but, unlike in non-active languagéigna (@ze
second role on the thematic hierarchy) maps to the second graaifustition on the relational
hierarchy:oBJ? If this is the correct description of Acehnese, the lexicalesnof the verbs will
include the following arguments.

6) a  ‘hold((t G¥)(* oBY)Y
b. ‘go (T GF)y
C. ‘fall (T oBJ))’

The agreement clitics can now be described in terms of gracanfinctions:GF triggers
proclisis andbBJtriggers enclisis.

7) V'-»> CL V CL
(Tep =y 1=l (Tor)={

The difference between these two descriptions is primarilyoadtieal question. And the center
of the theoretical issue goes back to the question of what kind gf ‘@odiject” is, an issue we
addressed in Chapter 1.

In Chapter 1, we drew a distinction between the concepts of grazahratation and
grammatical function, and argued that the latter is preferagesignificant that the approaches
that deny the need for notions like “subject” and “object” for languliges\cehnese are based
on a notion of grammatical relations rather than grammaticalifunsc The question they ask
is what kind of relations the agreement clitics mark, and thewusioal they come to is that they
mark thematic relationships.

From our “grammatical functions” perspective, the question iereifit. We start by
observing that there is some syntactic element which functionptessxthe Agent argument
of a verb. There is also some syntactic element which functiegtess the Patient argument
of a verb. This differs from the situation in English, where thatiggl between thematic role and
syntactic expression is less direct. The question, then, concerusittienal nature of these
elements. They are either core functions or obliques. As we Salajier 2, the core/non-core
distinction expresses a difference in the syntactic nature exgression of arguments. Obliques

?In multistratal theories like GB and RG, something like this is asdufor the initial mapping of ar%_uments_
to the syntax even in languages like English, with a subsequemicadvant or movement of the oblject to subject. This
is what is often referred to as the Unaccusative Hypothessentially the claim that underlyingly all languages are
active.
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are little more than grammaticalizations of thematic réles;can thus come close to replicating
the Durie/Van Valin-LaPolla answer by hypothesizing thAtdehnese, Agents and Patients, like
other arguments, map to the syntax as obliq@&s;,., and OBLpy, in standard LFG
terminology. Such analysis would retain the flavor of their conclusion, but witbouiletely
denying the existence of syntax-specific functions.

We are thus faced with two possible analyses of argument mapphoglhnese: one in
which Agents map t@F and Patients t@BJ, and one in which both map to obliques. The
distinction between these analyses is empirical; if Agent®atidnts have special properties as
core functions, thér/osjanalysis is to be preferred, while if they do not the oblique aaadys
preferable. Note that if Agents and Patients have core-function pespene could choose to
call these functionaGT andPAT, but as far as the syntax is concerned, these are the same
functions that we have been calliGg andoBJ. They just map to the semantics differently. We
prefer to retain the more consistent terminology for the grammatical funatigogstiorf.

Durie (1985) refers to Agents and Patients (and some “Dativésthwe assume are
secondary objects, 0BJ;,,) as core arguments. Core arguments in Acehnese are distinguished
by certain syntactic characteristics. They need not be markegrbposition, and they can occur
in preverbal position. The unmarked core arguments (Agent and Paiggrd) agreement clitics
on the verb, while other arguments (including core Datives) do not.umhwarked core
arguments can incorporate into the verb, and they can also be null prohberenpirical
evidence shows, then, that the syntax of Acehnese must distinguisiemeatare argument
functions and oblique argument functions.

We conclude, therefore, that Acehnese cannot be described as rebkmagic roles
directly in the syntax. The syntactic distinction between corenanecore arguments is no less
a part of the syntax of Acehnese than of other languages, and argumession in Acehnese
makes use of the grammatical functiafis oBJ, andoBg,. We leave open the question of
whether all non-subject languages are like Acehnese. There mandeages in which all
arguments are mapped to the syntax as obliques, but we suspectltisrdook at other
languages which have been claimed not to have subjects will faceaparallel to those in
Acehnese. If this suspicion is correct, then all languages haa faection.

There is another sense in which subjects are sometimes thoughiinivéxesal. Most
theories of syntax include a principle that requires every clausave a subject, such as the
Extended Projection Principle of transformational theory, the Finhkhw of Relational
Grammar, and the Subject Condition of LFG. At least in some foriongaincluding in LFG),
this is specifically a requirement for subject as an argamee. GF. Such a principle is
appropriate for some languages, like English, but clearly not forsptliilex Acehnese. In this
sense@GF-hood is not universal.

It is interesting that Van Valin and LaPolla assume thttefe is a subject argument
function, the sole argument of an intransitive must be subject. ddrejstently argue that a
syntactic account of various phenomena would mean that Patient atgumhéntransitives
would have to pattern with Agents. That is to say, they assume, ierms, that universality -

*This is the intuition behind the idea in Jackendoff (2002) thatutstre should only include the core
grammatical functions. On the other hand, we reject Jackendoftial proposal, since oblique® syntactically active
at the functional level.

“To put it slightly differently, if one chose to call theseeegrammatical functionssT andPAT in Acehnese,
one would have to do so for English as well, and say thabtheasgument of an intransitive bears the grammatical
functionAGT regardless of its thematic role. The distinction betwesmPAT andGr/oBJs purely notational.
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requires that every verb haveGa argument. But there is no basis for such an assumption.
Hypothesizing that a language has @refunction does not entail that every verb hasra
argument, any more than hypothesizing that a language hasihenction entails that every
verb has amBJargument.

6.3. Universality of the Pivot Function
6.3.1. Case Study: Acehnese

Universality ofPIv is a more complicated question than universalitgiofArgument
functions are necessary because every language needs a Gyotddi express arguments.
Unlike argument functions, however, there is no reason in principle that every langsiage ha
have @Iv. Conceptually, then, the possibility of pivotlessness is less proldeh@iGrlessness
However, as in the case of argument functions, a closer look issaects determine whether
a particular language ha®& or not.

We begin by taking another look at Acehnese, a language which hastigfeen cited
as not having aiv (for example, by Dixon 1994 and Van Valin and LaPolla 1997). Durie (1987)
puts it as follows.

[1t turns out that in Acehnese there is a dearth of evidémcehat one might call a subject. The
sense of subject | have in mind here is a syntactic relatigch can be identified, from language-
internal structures, as that borne by the single argumentmtransitive predicate, and by one of the
two arguments of a transitive predicate, in short, a relattich is present in all or most clauses....
I will term a relation of this kind a SUBJECT. (Durie 1987: 365)

In a theory-driven formal analysis of the Acehnese facts;dghelusion developed here might seem
untenable. It might turn out that for a theory which requires an anatégbe SUBJECT relation,
as defined here, the properties of Core Status would havelésbebed by means of such a relation.
However that, | suggest, would be a projection from the themtyfrom the facts of Acehnese.
(Durie 1987: 396 fn 24)

We disagree with the view expressed here by Durie, and suggest that wefatheoras Core
Status can be shown to be intimately tied up withrtiidunction on the basis of “the facts of
Acehnese”. However, as we will see, there is an interestpaogical difference between
pivothood in Acehnese (and probably in many other non-subject lany@agepgivothood in
uniform- and mixed-subject languages. It is lack of appreciatiom®tifference that has led
some researchers, including Durie, to miss the evidence of pivots in Acehnese.

We begin with a consideration of word order in Acehnese. The langgiageentially
verb-initial, but optionally one argument of the verb can precede im@rgioned this fact in
passing in the previous section as one of the properties that distingare from non-core
arguments in Acehnese: only core arguments (Durie’s Agent, Patient, tiwel DarGF, 0OBJ,
andoBy;,,) can be initial (examples from Durie 1987; 1938).

8) a Gopnyan ka  geu= om lon.
3POL INCH 3POL= kiss 1POL
‘She kissed me.’

°If an “Agent” is postverbal, it is marked with the partiklewhich, following Durie (1988), is here glossed
as ergative Case.
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b. Lon ka geu= 6m Ié gopnyan.
1POL INCH 3POL= kiss ERG 3POL
‘She kissed me.’

C. Ara nyan di= pubeureusih.
ara that 3FAM= tidy.up
‘They tidied up thatra tree.’

d. Aste nyan i= kap =keuh.
dog that 3FAM= bite =2POL
‘That dog will bite you.’

This preverbal element has some sort of discourse-level promimgamagally marking topic.
Since it must be a core argument and is generally a topic, Duriet &disei Topic. Our claim
is that the Acehnese Core Topic is actuallyrive We thus propose the following f-structures
for (8a,b)

@ a PRED ‘PRO
PIV PERS 3
HON POL
TOPIC—
ASP  INCH
preD ‘kiss ( (T GA(" 0B))" )
GF 1
[PRED ‘ PRO]
OBJ PERS 1
HON POL
b. [PRED ‘ PRO]
PIV PERS 1
HON POL
TOPIG—
ASP  INCH
PRED ‘kiss ( (T GR(T oB))’
PRED ‘PRO
GF PERS 3
HON POL
_OBJ-_____________,,—/’/T

Under this analysis, Acehnese bears some resemblahedbilippine-type languages; different
elements can bear thes function. Unlike the Philippine-type languages, however, the identity
of thepiv is not morphologically encoded on the verb. We will discuss the natpreobthoice

in Acehnese in the following section.

Our analysis of Core Topic a3V is supported by the properties of Core Topics, as
described by Durie. Crucially, Core Topics display the same prepdnatrivs have in other
languages. Core Topichood does not matter for anaphora, which is sulijeetttematic and
relational hierarchies (which in Acehnese are the samdpbwhichPivhood is irrelevant. It
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is also irrelevant for pro-drop, which is relatively free, and éuni eontrollee, which is limited
to the AgentfF argument, which, as we have seen, is one of the options made a\milabte
theory. (By hypothesis, control in Acehnese is thus anaphoric control.)

However, Core Topichood is relevant for raising and extractionmmtisins. In Raising,
the raised element is the “Core Topic” of the upstairs clandahare is no (overt) “Core Topic”
in the downstairs clause. This is exemplified in the following, from Durie (1987).

(10) a. Gopnyan teuéd [geu=  woe].

3POL certain 3POL= return
‘(S)he is certain to return’

b. Gopnyan teure [meungang =geuh].
3POL certain win =3POL
‘(S)he is certain to win.’

C. Gopnyan teuge [geu= beuet hikayat prang sabi].
3POL  certain 3POL= recite epic  Prang Sabi
‘He is certain to recite the Prang Sabi epic.’

d. Hikayat prang sabi tew® [geu= beuet].
epic Prang Sabi certain 3POL= recite
‘The epic Prang Sabi is certain to be recited (by him).’

The apparent obligatory lack of an overt Core Topic cannot be attritoutieel agreement being
an incorporated pronoun, since overt free subject pronouns are permit@dogsion in
Acehnese. It can be explained if we hypothesize that the Core iSdpie raising controllee.
Under our theory, this would make it they. As for the controller, while the theory does not
require it to beelv, we have seen that Tagalog has this property too. The lexicabétuertain’

is (11a), and the f-structures of (10c,d) are (11b,c).

(11) a. teunte; (T PRED) = ‘certain{(T xcomp)) (T GF)’
(Tev)= (TcP
(T PIv) = (T xComp PIV)

b. I PRED ‘ PRO
PIV PERS 3
[HON POL
TOPIC
PReD ‘certain ( (1 xcomp)) (* GFY
>

I

PI —
TOPI
XCOMP | PRED ‘recite<(T GA(T oBIX S

~
GF— — |

oBJ  [“epic P.S.]
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C. PIV [“epic P.S.
TOPIC
PRED ‘certain < ¢ XCOMP)> ¢ P >
GF

_ e

PIV
TOPI
PRED ‘recite ( (T GF ’

XCOMP PRED ‘PRO
GF

PERS 3
HON POL

D

Relative clauses display a similar pattern: no overt Core Topic.

I
OB}—

(12) a. Gopnyan geu= bloe moto nyan.

3POL 3POL= buy car that
‘(S)he bought that car.’

b. Lon= ngieng ureueng [nyang= bloe moto nyan].
1POL= see person REL= buy car that
‘| saw the person who bought that car.’

C. *Lon= ngieng ureung [nyang= moto nyan(geu=) bloe].
1POL= see person REL= car that 3POL= buy
‘| saw the person who bought that car.’

d. Lon= ngieng moto [nyang= geu= bloé | ureueng nyan].
1POL= see car REL= 3POL=buy ERG person that
‘| saw the car that was bought by that person.’

e. *Lon= ngieng moto [nyang= ureueng nyan geu=  bloe].
1POL= see car REL= person that 3POL= buy
‘| saw the car that was bought by that person.’

If we analyze the Core Topic as/, the lack of overt Core Topic is once again explained, and
Acehnese turns out to be like other Austronesian languages in only allowing extraetin of
The Acehnese Core Topic has other-like properties. One is suggested by its linear
position. Acehnese clauses are basically verb-initial, but the Tapie precedes the verb.
Plausibly, the basic verb-initial clause is a constituent, to which the Core Tapstsier:

(13)

NP

Core Topic V

The Core Topic thus appears to have an external structural positiah, wihave seen is a
property ofPlv in many languages. In addition, it is not Case-marked (most strikingheGr,
which is Case-marked if it is not the Core Topic), likelvs in many languages. So, contrary
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to claims that have been made to the contrary, Acehnese turns ote tawha but it can be any
core argument, it is not obligatory, and it is also a discourse topic.

6.3.2. Topic Prominence

While non-subject languages like Acehnese do seem to have pivotsisthengajor
difference between the nature of pivots in these languages and ifcomrentional” languages,
both uniform-subject and mixed-subject.

In uniform- and mixed-subject languages, is identified with some argument function.
It is the nature of this argument function that distinguishesetih®&o types of languages. In
Acehnese, as we have seen, this is not the case: Acehnese thudeadentified as either a
uniform-subject language or a mixed-subject language. Insteadivtie Acehnese has two
properties: it has one of the core argument functions, and it bears a discourse functign, usua
Topic. We will focus on the second of these here, and propose that the graimheahnese
specifies the following constraint as part of the lexical entry of every verb.

(14) (T pPv)=(TDR

We would like to suggest that this specification is part of tamgnar of what Li and Thompson
(1976) refer to as “topic prominent” (as opposed to “subject prominent”) languages.

As described by Li and Thompson, languages can be organized on esthigeet-
predicate or topic-comment basis. Some of the differences#yatientify between subjects and
topics are the following:

(15) Topics must be definite, subjects need not be.
Topics need not be arguments, subjects must be
Verb determines subject, not topic
Topic has a consistent discourse role, subject doesn’t
Verb agrees with subject, not topic
Topic always sentence-initial, subject not in all languages
Subject plays a role in grammatical processes (reflexivesjyea equi, serial verbs,
imperatives)

Topic prominent languages, according to Li and Thompson, have consistentfiootbpg, but
not necessarily subject (Japanese and Korean have both: Japanmes&s topics angamarks
subjects). They may have what appears to be a double subject camstmictre both the topic
and the subject are in specifier positions preceding the rest datise cMost interestingly, in
topic prominent languages, the topic need not be locally licensed (i.e. eithhguareat or an
adjunct).

Our proposal is that Li and Thompson’s topic prominence is a combinatiga distinct
properties. One of them is the possibility of a topic that is natlidecensed, as in the following
examples from Li and Thompson.

(16) a. Lahu
[He chi &€ pé?] 5 da? ja.
field this one CLASS rice very good
‘This field, the rice is very good.’
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b. Mandarin
[Nei- chang hud xingkui Xiaofang- di lai de kwai.
that- CLASS fire fortunate fire- brigade come PART quick
‘That fire, fortunately the fire-brigade came quickly.’

C. Korean
[Siban-in]  hakkjo- ga manso.
now- TOP school- NOM many
‘The present time, there are many schools.’

d. Japanese
[Gakko- wa] buku- ga  isogasi- kat- ta.
school- TOP |- NOM busy- PST

‘School, | was busy.’

We propose that in topic prominent languages in this sense discourse fudotimotsneed to
be identified with a locally licensed function; formally, thetpafrthe Extended Coherence
Condition that deals with discourse functions is inactive in thesadaeg. Thus, for example,
the Japanese sentence in (16d) has the following f-structure.

(A7) [toric [*school’]

PIV [“I" |:

G

PRED ‘busy < 0 €F)> ’
TENSE PAST

This f-structure would be ungrammatical in a non-topic-prominent laregiagEnglish. In a
topic-prominent language, it is possible for tkeic to be identified with an argument, but not
necessary.

There is a second aspect to Li and Thompson'’s topic prominence, wihielorge which
is relevant to our present concerns. This is the fact that in aidngse languages (roughly, the
ones Li and Thompson identify as exclusively topic prominent), the topigrbperties that we
have identified in this study as pivot properties. These two topictpemmproperties do not
always coincide: in languages like Japanese the non-locally-licensed topmotibese pivot
properties, and in Acehnese the topic must be locally licensisdinlthis second sense that
Acehnese is a topic prominent language. (The restriction to cottiofusicn Acehnese is either
a second restriction anv, or an independent restriction oarPIC.) A language which appears
to be topic-prominent in both senses is Mandarin. Note the followingmga of chaining in
coordination in Mandarin.

(18) a. Neike shi yeézi  da, sutyi wo bu xihuan.
that tree leaves big so I not like
‘That tree, the leaves are big so | don't like it/*them.’

®Alternatively, topic-prominent languages have a non-overfzg fanction (distinct from the overlay function
TOPIC), which is not used in languages like English.
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b. Nei kuai tian daozi zhangde Rn da, sutyi hén zhigian.
that piece land rice grow very big so very valuable
‘That piece of land, rice grows very big so it (the land/*the) icgery valuable.’

In general, an Acehnese-like analysis for Mandarin pivots looks iteagtiave. Due to the quirks

of Mandarin word order (Li and Thompson 1981) the arguments are a little lmrdake. In
particular, both “topic” #1v) and “agent” GF) precede the verb, and other elements may also
precede it optionally. This makes it harder to uniquely identify theddrin topic?iv. However,

it appears that in long-distance dependency constructions and ra@istructions the
subordinate clause does not have an overt topic; if this is in fazaskeean analysis identifying
the Mandarin topic witlelv is almost certainly correct.

Typologically, then, we can distinguish between two typeswthoice: pivot choice on
the basis of argument status gument-pivot languages), and pivot choice on the basis of
discourse status, particularly topichoddpfc-pivot languages). Argument-pivot languages
include both uniform-subject and mixed-subject languages; topic pivot igegjaee those non-
subject languages that hamgs, are not part of the uniform-subject/mixed-subject distinction,
and include many languages (such as Acehnese and Mandarin) that maelkaibeed in other
studies to be pivotless.

Our approach differs fundamentally from that taken by studie¥/kn Valin and LaPolla
(1997). In studies of that variety, the fact that pivot propertiasaienited to a single argument
of the verb is taken to be evidence that there is no pivot. Insteadldgbdar constructions like
relativization will refer to whatever relations at whatevevel of structure are deemed
appropriate. Under the approach we are taking, on the other hand, the functosseaflausal
continuity isPiv; any element that has this function is of necessitythef its clause. The
formal structure of syntax does not allow a language with no pivots to sigmalse the Pivot
Condition: something with pivot properties must be a pivot. The prohibitiansigaguments
from being referenced by superordinate predicates is an expressiba ohture of their
functionality as arguments; there is no reason to expect istasipended just because a language
makes no use of timv function.

Nothing in our conception of pivothood rules out pivot choice on the basistaictically
relevant discourse properties. Unlike Van Valin and LaPolla, we dowpaisie arbitrary a priori
requirements that thav be uniquely identifiable in terms of predicate-argument relations. As
a result, we have discovered that a class of languages ch@pa®is not on the basis of
predicate-argument relations, but rather on the basis of grammaticized digedations. We
believe that this is an important typological discovery; and it is one whiolade possible by
the framework within which we are working and the theory of pivothood wiviethave
proposed here.

6.3.3. Pivotless Languages
6.3.3.1. General Considerations

We concluded in the previous section that a subset of languages whiclhdeave
identified as pivotless do have pivots, but choose their pivots on #ie dfasyntactically
relevant topicality rather than argument structure. We conshdertd be an important
conclusion, but it still leaves open the question of whether pivotlagsdges exist. In this
section, we will answer this question with a tentative yes.

We need to begin by asking what a language withimavould look like. As we have
seen, it is not a language in which the element with pivot propesties uniquely determined
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by the argument structure; since in sentences of such langhagess an element withv
properties, there must be& which is chosen on some basis other than argument structure. We
have argued that in such a language pthies chosen on the basis of syntacticized discourse
functions. Instead, a truly pivotless language would be a languaggch no element of any
clause has pivot properties. For example, in a pivotless languagentkld be no reason to
analyze one element of the clause as being singled out with specis| stath as occupying a
special position. Languages like Acehnese and (probably) Mandarin deuwvan element,
and therefore haverav. Furthermore, a pivotless language would tend to eschew pivot-sensitive
constructions, such as long-distance dependencies or functional control construttteas, |
it would generally achieve the requisite effects through oyr@astic means. For example,
instead of multifunctionality constructions (such as fiamal control and coordination chaining),
it would use some variety of anaphoric construction: overt anaphometenull anaphoric
element, or a switch-reference system; alternatively, idstefunctional control it might use a
complex-predicate construction in which the higher and lower verbs ruergtgonally into a
single argument-taking element. Instead of relative clanfstbe familiar kind, it would have
internally-headed relative clauses or eschew relative consmmaatmpletely, using (anaphoric)
control constructions instead of relative clauses. Instead of pllaendy element of a question
in a special matrix position, it would keep it in its own claugbgeein the appropriate place for
its local function (often referred to as “in-situ” questions) or in a special @ositiits clause.

It is important to note, however, that, as always, there is no simple test. There could be
a special position picked out for an element with discourse promineitiseutit also being a
PIV. A pivotless language could have long-distance dependency constructioitgrag them
inside-out (bottom-up); as we have seen, this is a frequently used lotpti@éivot Condition
in long-distance dependencies. This is marked, and generally doeestah the absence of
Pivot Condition-sensitive outside-in (top-down) licensing, but it is possdehave even seen
an example of a language that seems to have only inside-out figenfsiong-distance
dependency constructions, Imbabura Quechua. Inside-out licensing mdeghessible for
functional control, although it seems to be much more rarely used. Celyyére use of some
of the alternative non-pivot-dependent constructions does not automatieddya language
pivotless. We take it, however, that when a language uses manyefaheé appears to be
avoiding pivot-sensitive constructions, it is plausible to hypothegiaé it lacks arPiv
completely.

There are two important points to make about these observations. In thatiestour
theory of pivothood gives us a clear picture of what a pivotless language woklike. This
is the advantage of an articulated theory such as we have propose8duenedly, there is
nothing impossible in principle about a pivotless language. It would agp@dc in its
grammatical structure, but it would have a full array of constmi¢ypes. Since there is nothing
in the theory that requires every language to have pivots, and a s\atiggage would be able
to realize all the major notional constructions, we should expeqgitlatess languages exist.

We suggest that Choctaw/Chickasaw and Warlpiri are pivotteggidges. We will
examine their properties and show how they behave like pivotless lasguaghe case of
Choctaw/Chickasaw this may not be too surprising a conclusion, butiereddatlat it is a novel
proposal for Warlpiri, which appears to be generally assumed torbem-subject language.
We will also speculate on the relationship between pivotlessnessaptological ergativity.

6.3.3.2. Choctaw/Chickasaw
We begin with Choctaw/Chickasaw. We will outline in this secti@stalient aspects of
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Choctaw/Chickasaw grammar, with an emphasis on the issue of pivothaodources of
information are Munro and Gordon (1982), Davies (1984), and Broadwell (iB)pidse
examples are Chickasaw and taken from Munro and Gordon, unless otherwise noted.

Perhaps the most discussed issue in Choctaw/Chickasaw granthaniture of the
Case and agreement systems. The agreement system cohtisée sets of affixes which,
following Munro and Gordon, we will call Types |, I, and lll. In a canonicahsitive clause,
agreement with the A is Type | and with the P is Tyge II.

(19) a. Kisili- i
bite- 1sgl
‘| bite him.’
b. Sa- Kkisili
1sgll- bite
‘He bites me.’

However, there are transitive verbs in which the A argumengetsggor Il agreement, and ones
in which the P triggers lll agreement.

(20) a. Ofi’ sa- banna.
dog 1sgll- want
‘ want a dog.’
b. Talowa’ am- alhkaniya- tok.
song 1sqglll- forget- PST
‘| forgot the song.’
(21) a. Chim- ambi- li.
2sglll- beat- 1sgl
‘| beat you (in a contest).’
b. Ch-  hollo- li.
2sglll- love- 1sgl
‘I love you.’

In an intransitive clause, any of the three types of agreenfertaf be used, depending on the
verb.

22) a  Malili- l

ran-  1sgl
‘ran.’
b. Hotolhko- i

coughed- 1sgl
‘I coughed (on purpose).’

. "We follow Munro and Gordon and Davies in presenting the exaniplas approximation of Choctaw/
Chickasaw orthography, but marking nasality with a tilde instéatle orthographic underline. Broadwell uses the
underline of the standard orthography.

8There is no affix (or & affix) for third person Types I and II.
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(23) a. Sa- chokma
1sgll- good
‘I am good.’
b. Sa- hotolhko
1sgll- coughed

‘I coughed.’
(24) An- takho’bi
1sglll- lazy
‘ am lazy.’

Clausal complements trigger Il agreement (which is null, since clawes#srarperson).

Exactly how the type of agreement is determined is a nutthspute in the literature.
For example, Dixon (1994) cites this as an example of semantic markingnghdetermined
by thematic roles, while Davies (1984) considers this to be basemmetimes nonsurface)
grammatical relations. Munro and Gordon show that, while there aseteematic correlations,
there are also lexical idiosyncracies, and state that thenarg type must be marked lexically.
In our framework, the relevant locus for describing idiosyncraciaggoiment expression is the
mapping of arguments to the syntax, so we propose that the agreisnteggered by
grammatical functions-&r for Type l,0BJandcompfor Type Il, anddBy, for Type Ill. This has
as a consequence that Choctaw/Chickasaw must be analyzed as ha&otiyea system of
argument mapping. In terms of subjecthood, an argument that triggers dgreement is thus
subject in the sense GF.

The Case marking system works differently from agreementa@uenent, the one that
would correspond to the English subject, is marked with the suffiregardless of which type
of agreement it triggers, while other arguments optionally takéfia sV or (less commonly)
-Vk. (In the examples, we gloss theuffix as nominative and the nasal suffix as oblique.)

(25) a. Hattak- at malili.
man- NOM run
‘The man runs.’” (NOM triggers | agreement)
b. Hattak- at ihoo sa.
man- NOM woman see
‘The man sees the woman.’” (NOM triggers | agreement)
C. Hattak- at an- k- a abi- tok.
man- NOM my- father- OBL kill- PST
‘The man killed my father.” (NOM triggers | agreement)
d. Hattak- at chokma.
man- NOM good
‘The man is good.” (NOM triggers Il agreement)
e. Hattak- at in- takho’bi.
man- NOM 3lll- lazy
‘The man is lazy.” (NOM triggers Il agreement)
f. Hattak- at ohgjo 8) T1©- noksopa- h. (Choctaw)
man- NOM woman OBL 3lll- afraid- PRES
‘The man is afraid of the woman.” (NOM triggers |l agreement)

Thet-marked argument is clearly not tiie, thought it is called the “subject” by Munro and



149

Gordon and by Broadwell. Davies (1984) considers both Type | agreemdrnhanking to be
a consequence of bearing the 1 (subject) relation, and cites thatehisbetween agreement-
relevant grammatical relations and Case-relevant gramirai@gons as evidence for multiple
strata of grammatical relations. Dixon (1994) considers Choctaek@aw to be a language
with a blend of semantically based marking (agreement) and sgatidased marking (Case).

Thet-marked nominal is usually the highest argument on the relationaitdhg, but not
always; Munro and Gordon mention the vatkhaniya'forget’, where thé-marked argument
triggers lll agreement and the other argument triggers Il agreement..

(26) a. Talowa’ am-  alhkaniya- tok.
song 1sglll- forget- PST
‘| forgot the song.’
b. Hakkat- at  talowa’ im- alhkaniya- tok.
man- NOMsong  3lll- forget- PST
‘The man forgot the song.’

Under our analysis, the agreement markers show that the foeygtierent (the nominative one)
is a restricted objecogd,,) while the non-nominative argument is a primary objest)( In the
case of this verb, the nominative argument is not the highest ottetti@ral hierarchy, sincesJ
outranksoByg,. On the other hand, at the thematic level the forgetter isriexper (a kind of
undergoer) and the forgotten material is a Theme, dentlaeked argument is the highest on the
thematic hierarchy: thé.

It is even possible to get two or thremarked nominals in a clause, primarily in the
Possessor Raising construction.

(27) a. Larry ishkin- at lakna.
Larry eye- NOM brown
‘Larry’s eyes are brown.’
b. Larry- at ishkin- at lakna.
Larry- NOM eye- NOM brown
‘Larry has brown eyes.’

(28) a. Jan ifishi’- at tapa.
Jan hair- NOM be.cut
‘Jan’s hair was cut.’
b. Jan- at ipshi’- at  tapa.
Jan- NOM hair- NOM be.cut
‘Jan got a haircut.’

(29) Bonnie- at in- chokk- at aboh- at talhlha’pi.
Bonnie- NOM 3llI- house- NOM room- NOM five
‘Bonnie has a five-room house.’

Under our proposal concerning nominative marking, these would be analyzethpkex-
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predicate constructioris.
Formally, our proposal can be expressed by associating the neminatix with the
following lexical information (where: is the mapping from a-structure to f-structure).

(30) @(©® ™)

Since the thematic and relational hierarchy usually matébljatvs that most of the time the
t-marked nominal will also be the highest on the relational hierafidieymapping of ‘forget’

is exceptional in that the hierarchies are revet$&te f-structures of (25b,f) and (26b) are as
follows (where théd is the left-most argument in the verbp&ED).

(31) a. [GF [*man”

oBJ  [‘woman’]

PRED ‘see< ¢ R OBJ)> ’
| TENSE  PRES

b. oy [*man”]

oBJ, [“‘woman’]

PRED ‘afraid <(T os)(t 0819)>’
| TENSE  PRES

C. oBJ  [“song’]

oBJ, [‘man”

PRED ‘forget <(T oy)(T OB)>’
| TENSE  PAST

We have now shown that the grammar of Choctaw/Chickasaw teférsand6. The
guestion is whether there is any evidence fevaWe claim there is not. There does not seem
to be any particular element that occupies a special struptsiéibn, as we would expect from
a PIv. In fact, there seems to be no element that we could ideagifthepiv in Choc-
taw/Chickasaw. Themarked nominal comes first, but this could be thematically based order.
Since a clause can have more than smarked nominal, it could not be tirev anyway.
Furthermore, it does not have any cross-clausal continuity properties, and thyslasisibty
analyzed as functioning as the element of cross-clausal continuity.

Subordination and coordination in Choctaw/Chickasaw invateh-reference markers
rather than control or chaining.

(32) a. Aya- |- a’chi- kat ithaana- li.
go- 1sgl- FUT- COMP.SS know- 1sgl
‘I know | am going.’

°According to Munro and Gordon, the nominative marking on all but the hi§liesiptional.

~ According to Munro and Gordon, this is related to the factttieaverb is derived form, based on a verb
meaning ‘go away’ or ‘lose’.
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b. Ish- iyy- a’chi- la ithanna- Ii.
2sgl- go- FUT- COMP.DS know- 1sgl
‘I know you are going.’

(33) Choctaw (Davies 1984)
a. Tobi apa- li- cha/*na oka ishko- li-  tok.
beans eat- 1sgl- SS/*DS water drink- 1sgl- PST
‘| ate beans and drank water.’
b. Tobi apa- li- na/*cha achi ish- pa- tok.
beans eat- 1sgl- DS/*SS corn 2sgl- eat- PST
‘| ate beans and you ate corn.’

The relevant notion of subject for switch-reference marking istrarked nominal, thé under

our analysis! As we have seen, this is one of the options that we ekp®et available for
switch-reference. The other oneiis Davies (1984) reports that for some speakers of Choctaw
either same-subject or different-subject marking can be used whirwation if, in our terms, the
two Os are not botlg¥s.

(34) a. Sa- hohchafo- cha/na tobi nonachi- li-  tok.
1sgll- hungry- SS/DS beans cook-  1sgl- PST
‘I was hungry and cooked some beans.’
b. Soba sa- banna- cha/na oph- li-  tok.
horse 1sgll- want- SS/DS buy- 1sgl- PST
‘I wanted a horse and bought it.’

Essentially following Davies’ insight, we can characterlze ¢oordination switch-reference
marking in this idiolect of Choctaw as specifying that same-stibparking means the two
clauses have coreferentf& and different-subject marking means they have noncoreferential
Xs. Since they have coreferenfialbut notrs, both markings are possible. These multiclausal
structures thus do not involve pivot-sensitive constructions.

Relative clauses in Choctaw/Chickasaw are internally headed.

(35) a. Steve- at [Dan- at aaimpa’ ikbi- 3k banna.
Steve- NOM Dan- NOM table make- PST.COMP.OBL want
‘Steve wants the table Dan made.’

b. Choctaw (Broadwell in press)
[ Mary- at paska’ chapoli’ ikbi-  tok ] apa- li-  tok.
Mary- NOM bread sweet make- PST.COMP.DS eat- 1sgl- PST
‘| ate the cake that Mary made.’

The language shows no evidence of externally headed relative cRakd/e clauses are thus
not long-distance dependency constructions. Similarly, elements withuds® prominence are
not placed in a special position in the sentence. They remainuinwgth a special suffix

UActually, the highesb in the clause, which is the only one obligatorily marked nominative.
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indicating their discourse-prominent status.

Choctaw/Chickasaw thus appears to have the kinds of properties weahgeivotless
language. It is a language which, given the constructions we hawénexkthus far, appears to
lack pivot-sensitive constructions like functional control, chaining, loniguiie dependencies,
and the assignment of a special structural position to one elentbetaéuse. It is instructive
to compare these properties with those of languages like Acelitnisselpar that while both
have been claimed to be pivotless, they are typologically vewreliff. Our analysis captures
this, by analyzing Acehnese as having a topic pivot and Choctaw/Ghwkas being truly
pivotless.

There is one potential problem for our analysis of Choctaw/Chickasawotless. This
problem is the question construction. Alongside the expected in-situ apsges@hoctaw/
Chickasaw also has questions with extraction.

(36) Choctaw (Broadwell in press)

a. John-at  kata- h- & pisa- tok?
John- NOM who- TNS- PART.OBL see- PST
b. Kata- h- & John-at  fisa- tok?

who- TNS- PART.OBL John- NOM see- PST
‘Who did John see?’

This optional extraction of a question word can even cross clause boundaries.

(37) Choctaw (Broadwell in press)
Nata- h- 0 Pam-at [Charles- at honni- tok-9]
what- TNS- PART.OBL Pam- NOM Charles- NOM cook- PST- FOC.OBL
hokopa- tok?
steal- PST
‘What did Pam steal that Charles cooked?’

If this is really a long-distance dependency construction, it isrityeone in the language. This
construction has certain unusual properties for a long-distance depeodesiryction. As can
be seen in the examples, the interrogative pronoun has verbathatagy, both in situ and
fronted. The construction also lacks weak crossover effects. Hoveseer jf this is the long-
distance dependency construction it appears to be, it is not rpatliglam for our analysis. We
simply must hypothesize that it is licensed inside-out. We hawndisat although the inside-out
licensing construction is marked, it is possible for a language&ihside-out licensing without
the less marked outside-in construction. Since, under our analysis, Cl@itutkasaw has no
PIV, inside-out functional uncertainty can license the extraction efatents. It is significant
that, unlike questions in other languages, there is no element whialspesial status in terms
of question-word extraction. There are no asymmetries in theyabidiktract different elements.
In this way, it differs from all cases of extraction we have sgeto this point. “Subjects” are
neither easier nor more difficult to extract than non-“subjectsd.&xtracted element need have
no special discourse prominence (other than being the focus of a quesiicin)s expressed
syntactically. This is what we expect of inside-out licensinigid-distance dependencies in a
language with nelv.

Overall, Choctaw/Chickasaw gives the impression of a languagg vavoids pivot-
sensitive constructions: it uses switch-reference instead afotonternally-headed relative
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clauses, and has no structurally distinguished element. The only construction on Vdiligh it
the interrogative, is the one we might least expect to findgukge successfully avoiding such
a construction. Furthermore, even the interrogative construction showsidemee of a
distinguished element that we could identifyras The properties of Choctaw/Chickasaw are
in marked contrast to languages such as Acehnese, which displalridnege of pivot-sensitive
constructions. We propose, therefore, that Choctaw/Chickasaw is a pivotless language

6.3.3.3. Warlpiri

Warlpiri, one of the best known of the morphologically ergative langyagea language
whose syntax has many exotic features. It is best known forilds/ won-configurational
structure. The basic phrase structure configuration of the claW&ipiri has one element, with
discourse prominence, in the initial position, followed by an auxiliary (itdthent, followed
by the rest of the elements of the clause in free order. Tayx element has no subject
properties, so there is no reason to considepii.a

As for subordinate clauses, Simpson (1983) concludes that Warlpiri hasfaw/(see
fn. 12) functional control constructions. Warlpiri has no raising constru¢Hale 1983).
Resultatives are often analyzed as optional functionally-contraigaireents in languages like
English. They are lexically restricted, and the choice of contraligoverned by the argument
structure of the verlmBJor unaccusative/passigeBl However, in Warlpiri the class of verbs
that can appear with resultatives is not lexically resiicand the controller can be anything,
including transitivesusa

(38) a. Janyungu ka nguna- mi linji- karda.

tobacco.ABS PRES lie- NPST dry- TRANSL
‘The tobacco lies in the sun dry’. [=The tobacco lies in the sun, andessilt it
is dry.~ ‘The tobacco lies in the sun to dry.’]

b. Puluku- rlu  kapu- lu mama nga- rni  kuntukuntu- karda.
bullocks- ERG FUT- 3pISUBJ grass.ABS eat- NPST fat- TRANSL
‘The bullocks will eat the grass fat.” [=The bullocks will gediss, and as a result
will be fat.~The bullocks will eat themselves fat on the grass.’]

In fact, the controller of the resultative need not be part of the sentence.

(39) Yarlaparna- rlu ka parrka  munyurr- nga- rni lirrki-lirrki- karda.
caterpillar- ERG PRES leaf.ABS bare- eat- NPST defoliated- TRANSL
‘The caterpillar eats up all the leaves defoliated (i.e. until the tree isadefl’

These facts point to an analysis under which Warlpiri resultatives are amrafizarontrolled
adjuncts. Depictives are similar. Copular constructions are ghéeally functional control
constructions. In Warlpiri, however, they differ from those in Englistd ather familiar
languages, in that the copular verb and its complement form a single atgakieg domain;
that is to say, Warlpiri copular constructions are complex pregiceor example, consider the
following example.

(40) Pakirdi ka- rla karnta nyina wati- Ki.
in.love.ABS PRES- DAT.OBJ woman.ABS sit.NPST man- DAT
‘The woman is yearning for [lit. sits in love with] the man.’
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The dativeoBi‘'man’, even though it is an argument of the nominal ‘in.love’, is teggd on the
aux as a clausal argument. This is evidence for a complex-geeditalysis? Simpson also
presents evidence that infinitival complements to jusgvies are anaphorically-controlledLs,
and that the infinitives accompanying other classes of verbs (swehlasof perception) are
anaphorically-controlled adjunctsWalrpiri thus is a language with no functional control
constructions.

Walrpiri also has a complex system of complementizep@&sfivith obviative (or switch-
reference) features, discussed by Simpson (1983) and Simpsoreandii3(1983). For example,
the simultaneous-action suffikarra, for most Warlpiri speakers, is a same-subject (or subject-
control) marker. (Some speakers use it as a general compieenentithout its obviation
function; for such speakers, (41c) is grammatical.)

(41) a. Ngarrka ka  wangka- mi nyina- nja- karra.

man.ABS PRES talk- NPST sit- INF- S.CONTR
‘The man is talking while sitting.’

b. Turaki- rli  puluku winjarlu paka- rnu parnka- nja- karra- rlu.
vehicle- ERG bullock. ABS big.ABS hit- PST run- INF- S.CONTR- ERG
‘The moving car hit a big bullock.’

C. *Ngarrka- ngku ka  kurdu paka- rni  wangka- nja- karra.
man- ERG PRES child.ABS hit- NPST talk- INF- S.CONTR
‘The man hits the child while it’'s talking.’

We argued in Chapter 2 that switch-reference marking is anaphaniature; Simpson and
Simpson-Bresnan make the same claim for the Warlpiri obviatie@ensy&)nlike other switch-
reference systems, the Warlpiri obviation system also has algetbl (kurra) and oblique-
control ¢rlarni) suffixes, instead of just picking oGr for reference. However, it is possible to
analyze these other suffixes as “different subject” suffixéh,the further proviso on the object-
control suffix that the compleme¥ be coreferential with a matrix core argument. In other
words, the lexical content of the suffixes will be (informally) as follows:

(42) karra: Gr is coreferential with upstairs claus&s
kurra: GF is non-coreferential with upstairs clauséis
GF is coreferential with a core argument in upstairs clause
rlarni: GF is non-coreferential with any core argument in upstairs clause.

As predicted by this account (and by Simpson-Bresnan’s similarsaaly/well), the oblique-
control complementizetarni can be used when there is an ogerin the lower clause, and thus
no control.

?Simpson formalizes this as a type of functional control, hiytlecause LFG at the time had no analysis of
complex predicates. However, it is clear even from her formalizéttat what is involved is not functional control of
the ordinary kind; it involves “control” of all the argumentst just thesusa It is thus not a pivot-sensitive construction.
The other construction that Simpson identifies as involving fomek control, the naming construction, could also be
anaéyzed as a complex predicate construction; in the absence ohanjupictional control construction, a complex-

redicate analysis seems preferable. (Simpson also suggﬁsﬂarectlonal complements, asliran to the zopare
a

unctionally controlledkcomps, but these aresLs in English and, presumably, in Warlpiri as well.

_ Yt is not clear why Simpson analyzes these as adjuncts tagrearguments. It would be consistent with the
evidence she presents to identity these clauses with the closed complemgahEomp.
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(43) Yapa- kari ka- rla ngarrka wangka- mi karnta- Kku,
man- other. ABS PRES- datOBJ man.ABS speak- NPST woman- DAT
[kalinyanu- ku  wirlinyi- rlarni].
husband- DAT hunting- RLARNI
‘Some man is speaking to the woman while her husband is out hunting.’

A sentence may have multiple adjuncts with different obviation markers.

(44) Wati rna nya- ngu ngajulu- rlu  marlu [luwa- rninja- kurra]
man.ABS 1sgSUBJ see- PST I- ERG kangaroo.ABS shoot- INF- OCONTR
[pama nga- rninja- karra- rlu].

liquor.ABS ingest- INF- SCONTR- ERG
‘I saw the man shooting the kangaroo while | was drinking liquor.’

The foregoing shows that Warlpiri's treatment of control-type coasbns is what one
would expect of a pivotless language. We turn now to long-distance depgrdastructions.
We begin with relative clauses. Warlpiri does not use LDD<fative clauses. In fact, Warlpiri
has been cited (Comrie 1989) as an unusual case of a languagaowielative clause
construction. Instead, a secondary predication construction is used.

(45) Ngajulu- rlu  ra yankirri pantu- rnu kuja Ilpa  ngapa nga- rnu.
|- ERG 1sgSUBJ emu spear- PST COMP PST water drink- PST
‘| speared the emu that was drinking water.’ / ‘I speared thevelnila it was drinking
water.’

Thatis to say, the relative clause is an anaphorically corttisgietential adjunct. The f-structure
is as follows:

“0) & [r] 1
PReD ‘spear( (" GF)(" oBJ)

TENSE PAST
oB)  [‘emu’]
GF [PRED ‘ PRO]
. PRED ‘drink ((T G(T o))
TENSE PAST

OBJ [“water”

In other words, Warlpiri has adopted an unusuatafyy to avoid using a long-distance
dependency here.

The analysis of questions in Warlpiri, on the ot@nd, is controversial. The discussion
here is based on Legate (2001), which is wher¢hallexamples will be drawn from. In a
monoclausal structure, &h element generally occupies the discourse-promipegtaux
position. Unlike the comparable cases in a langliggeEnglish, no weak crossover effects
obtain, suggesting that it is not a conventionagtdistance dependency construction.
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47) a. Ngana- ngku kurdu nyanungu- nyangu paka- rnu ?
who- ERG child 3- POSS hit- NPST
‘Who, hit his child?’
b. Ngana ka nyanungu- nyangu maliki- rli  wajili-pi- nyi ?
who PRES 3- POSS dog- ERG chase- NPST

‘Who; is his dog chasing?’

Furthermore, avh element cannot be extracted from a subordinate finite clauseadnst is
placed in the pre-aux position in its own clause, and a scope markarsippthe main clause.

(48) Nyarrpa ngku yimi- ngarru- rnu  Jakamarra- rlu [kuja nyarrpara- kurra
how 2sgOBJ speech- tell-  PST Jakamarra- ERG COMP where- ALL
Jampijinpa ya- nu] ?

Jampijinpa go- PST
‘Where did Jakamarra tell you Jampijinpa went?’

Up to this point, it appears that, while Warlpiri has somehaism for locally licensing
grammaticized discourse functions, it has no long-distance depersdétwiever, avhelement
apparently can be extracted from a non-finite clause.

(49) Nyiya- kurra ka- npa wawirri nya- nyi [nga- rninja- kurra] ?
what- OCONTR PRES- 2sgSUBJ kangaroo.ABS see- NPST eat- INF- OCONTR
‘What do you see a kangaroo eating?’

Legate cites Simpson as proposing that, since non-finite slamseominal, this is not a true
long-distance dependency structure, but rather a case of Wangihr free scrambling; an
element of the subordinate nominal clause is generated non-adjaberdituse. Legate argues,
however, that this must be a true LDD construction, both because movement out of an adjunct
is disallowed (50a), and because weak crossover effects appbasée long-distance cases
(50b).

(50) a. *Nyiya- rlarni ka  kurdu- ngku jarntu  warru- wajili-pi- nyi
what- OCONT PRES child- ERG dog.ABS around- chase- NPST
karnta- ku, [purra- nja- rlarni] ?
woman- DAT cook- INF- OCONTR
‘What is the child chasing the woman’s dog around while she is cooking?’

b.  *Ngana- kurra npa nyanungu- nyangu maliki  nya- ngu

who- OCONTR 2sgSUBJ 3- POSS dog.ABS see- PST
[paji- rninja- kurra] ?
bite- INF- OCONTR
‘Who;, did you see hjown dog chasing?’ (OK without coreference: ‘Wt
you see hisgdog chasing?’)

It is beyond the scope of the present study to determine whetheogaestiolving non-finite
complement clauses are scrambling structures or conventional ldagedisdependency
constructions licensed by functional uncertainty. Like the Choctawk@baw case, the
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construction has properties that suggest that a long-distance depeaiaysis is wrong. For
example, the presence of the Case and complementizer suffikesafer clause on the fronted
wh element gives the construction an uncanny resemblance to Wsehaimbling. However,
the comments made earlier concerning Choctaw/Chickasaw appashveedl. The construction
does not pick out a single nominalrag,** and it is possible to analyze Warlpiri, like Imbabura
Quechua, as a language which only has (non-pivot-sensitive) inside-oatthagi) licensing

of long-distance dependencies.

Whatever the correct analysis of Warlpiri questions, the ovecallngiis clear. Warlpiri
is a language which avoids pivot-sensitive constructions. It confartigetpattern that we
expect from pivotless languages. Warlpiri thus appears to be aeg#meple of a language that
does not make use of they function.

6.3.3.4. Speculation on Morphological Ergativity

Our analysis of Warlpiri as a pivotless language raises ttsildyg of coming to a new
understanding of the phenomenon of morphological ergativity. Specifioadlyyould like to
suggest that it may be fruitful to examine other morphologieajgitive languages for evidence
of pivotlessness, as a possible explanation of the existence of this Case-mat&ing pa

In our discussion of Case marking and pivothood in Chapter 3, we observitktieat
appear to be two primary factors in determining the distribution ofwiked Case (nominative/
absolutive): pivothood and position on the animacy/definiteness Higraiwe role of pivothood
is clear in nominative/accusative languages: theP8/Anvariably bears the unmarked Case. In
syntactically ergative languages as well, despite the fregpbininarking properties, the ¥R/
is at least usually unmarked. This is illustrated in the followimayts, where the parenthesized
material is the effect of the animacy/definiteness dimension.

(51) a. Nominative-accusative pattern
PIV S unmarked A unmarked
P accusative (unmarked)
b. Syntactically ergative pattern
A  ergative (unmarked)
PIV S unmarked P unmarked (accusative)

Even topic-pivot languages like Acehnese seem to prefer not to Case+wsark

However, morphologically ergative languages are a puzzle under the usugbtamsum
that they are uniform-subject languages. Ignoring possible animaoit&teess-based splits, the
conventional view of morphologically ergative languages can be charted as:

“Weak crossover effects do not provide evidence of piattistunder the standard LFG account (Bresnan
1995). Weak crossover is based on such properties as lineaaioddetative prominence of arguments on the relational
and thematic hierarechies.
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(52) Uniform-subject analysis of morphologically ergative pattern

PIV S unmarked A  ergative

P unmarked

Pivothood appears to be completely irrelevant to the use of unmarketh@asghologically
ergative languages. This contradicts the usual tremaMieto bear unmarked Case, and calls out
for explanation. It also raises the question of why thera@renorphologically nominative-
accusative” languages: mixed-subject (syntactically erginguages with a basic nominative-
accusative Case-marking system.

(53) Putative morphologically nominative-accusative pattern

A unmarked

PIV S unmarked P accusative

We speculate that pivothood is irrelevant for morphologically erginguages because
they are pivotless. Under this approach, neither (52) nor (53) is a pdSad®-marking pattern:
morphologically ergative languages (which usually have some sasplaf marking) are
languages whose Case-marking patterns are based purely on animacy/definitenes

At this stage, this is mere speculation. More research tedde determine whether
pivotlessness is widespread among morphologically ergative lang\Mége®te in passing that
the morphologically ergative language Hindi has been claimed tovb#esss by Bickel and
Yadava (2000), but they mention a raising (functional control) constructioohwhpossible
as long as the raised element would have been nominative (or ergtinessubordinate clause.

(54) a. Unke madne [0, dar- a hu- 3] pa- vya.
3sACC LERG (NOM) fear- PERF AUX- PERF find- PST.MSG
b.  *Unko maine [0, dar lag- a hu- 2] pa- vya.
3sACC ILERG (DAT) fear feel- PERF AUX- PERF find- PST.MSG
‘| found him to be afraid.’

Under our theory of pivothood, then, Hindi presumably is not a pivotless landuagether a
uniform-subject (S/A pivot) language. The fact that theagdase-based restriction on functional
control is beside the point. However, Hindi is not a typical morphologicabtiee language,
so the fact that Hindi haspav does not necessarily invalidate our speculative analysis.

6.4. Conclusion

Our conclusions are thus very different from those of studies lken}{L994) and Van
Valin and LaPolla (1997). They conclude that grammatical relati@nsat universal, and that
even in a specific language, notions like pivot are relativized teithdil constructions (which
we have talked about earlier). Our approach, based on a concept of gaifonactions rather
than grammatical relations, and on the concept of parallel reprsantof different dimensions
of language, has led us in a different direction. Our essential conclusions areothgpl!
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. Argument functions are used in every language.

. The core argument functior& andoBJ appear to be used in every language, but the
mapping from thematic roles is not uniform cross-linguistically. non-subject
languages, the mapping creates a closer link between thematicaral grammatical
functions. As a result, the Patient argument of an intransitive (usaibee) verb maps
as oBJ rather thanGr in such languages. We therefore reject a potential universal
requirement that all verbs have&aargument.

. A subset of the topic-prominent languages, which we call topic @Engulages, assign
thePiv function on the basis of discourse function rather than argumentdianchis
creates the illusion that they laclk®, since, from the more familiar argument-based
perspectivepIv properties are not uniquely the properties of one element of the clause.
However,PIv properties exist in these languages, and are associated vetbnaent
which has syntactically encoded discourse prominence.

. Pivotless languages exist. In true pivotless languages, no eleveehta®Iv properties.
While Piv is universal in the sense that Universal Grammar makes it avaitablapt
used in every languagde.

The approach we take here to non-subject languages is more explahataiy range
of properties that a language has follows from the paraméiices that it makes on how to
map arguments to the syntax, whether to useithieinction, and whether to choosera on the
basis of syntactic expression of argumenthood or syntacticallgsseat discourse prominence.
Our approach also opens interesting questions for further typological imtiestigoncerning
morphological ergativity.

¥In terms of the phonology analogy raised at the beginning of this chapterlike the feature [labial] and
PIV is like the feature [idistributed?. The feature [labialiéeded to formall¥ characterize the labial sounds that every
language has, irrespective of whether it is needed to stafghanological rules. Similarly, argument functions like

are needed to characterize the syntactic expression of artgui@a the other hand, the feature [tdistributed] is made
available by UG but not necessarily used in the grammar of every languagjkejes.
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CHAPTER 7

COMPETING THEORIES
7.1. Other Approaches

The issues we have examined in this study have been discussedde mnge of
theoretical frameworks, with varying conclusions. In some respeass aithese analyses share
a certain family resemblance to each other and to the proposiddwra. This is not surprising;
all typologically-aware analyses of subjecthood work with the sanemomena. Given the
properties of mixed-subject languages, the conclusion that subjectodedsctored into two
distinct grammatical functions as we have done here seems inescapable.

Nevertheless, our analysis differs from the others, if not ifbatsic outline, in the
implementation and the conceptualization of grammatical functidadelieve that, while other
approaches may (or may not) describe subjecthood as well as thepttogmsed here, none of
them can explain subjecthood as well.

The advantages that our approach has begin with the underlyingotisgsismve have
made. The theory proposed here is based on a formal theory embodyiitidamensional
architecture in which constituent structure, grammatical functeoms argument structure are
distinct parallel levels of representation. This kind of theoresicalitecture has allowed us to
seriously consider questions of function within a formal syntagsitem, rather than dealing only
with formal structure or only with function. We have taken the functiynad elements within
the formal syntactic system to be the crucial element in utaaheling the behavior @ik andriv.

We have also made a crucial distinction between notional construetiosisone wants
to do with syntax, and formal constructions, how one does it. Thiadisti, which is made
possible by the multidimensional approach, has turned out to be crucghalyidrawn in
Chapter 3 in the discussion of coordination chaining, it has turned dog twrucial in
understanding the properties of long-distance dependenciesgadially, control constructions.
This distinction has not been fully understood in previous work, and has léhtovwe believe
are misunderstandings about the nature of syntactic constructions.

This chapter will explore some of the differences between thgsésproposed here and
the other major analyses in the literature. Given the mass &famosubjecthood, we cannot
review each alternative analysis individually. Instead, we didltuss the major families of
analyses. We will discuss, in turn, typological, functionalist, and sevand multistratal
approaches. The bulk of the chapter will be a detailed look atdaba¢éeformal approach to
syntax, the constituent-structure—based approach, showing how our functiomjasedth is
superior both at describing and explaining the facts. We will focus on the questiow otr
GF andriv functions are analyzed in these alternatives. Throughout, we wileisermssr and
PIV in discussing other theories as a way to refer to the atsme have referred to by those
names in the present study.

7.2. Typological Approach

Much of the research into subjecthood on which the present studyed has been
undertaken from a perspective that can best be described as typhlogiemnted. The
typological literature has been invaluable in bringing to lighgartant facts from less-known
languages. However, despite the deep debt that the current studiodyeslogical studies,
particularly Dixon (1994), there are crucial differences.
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One difference between the typological approach and ours is inetitenént of the
typology itself. Typical typological approaches begin by clagsgjfyanguages along various
dimensions. Within the context of subjecthood, the relevant dimensiomss-rGarking:
nominative-accusative vs. ergative. Since Case-marking is only one iodioatjrammatical
function, and a relatively poor one, the result is a poor foundation on which to theseyaof
subjecthood. The Case-marking dimension is often described as abkeatmtivity, and
languages are conceived of as adopting varying amounts of erg&w/iBomrie (1989: 114)
puts it, “itis misleading to classify a language as beithgeergative or not, rather one must ask:
to what extent, and in what particular constructions is the languggtve, i.e. where does its
syntax operate on an ergative-absolutive basis.” Nominative-aceusatguages are classified
as being at the lowest end of the scale, morphologically erdatigeages are somewhere in the
lower half, and syntactically ergative languages are in the ingbleiThe pervasiveness of this
approach is illustrated by the fact that in Plank (1979), a voluméedriigativity, most of the
articles address the question of “how ergative” a language is.

In the present approach, there is no intrinsic significance to treretiative language.
Our typological organization of languages is the following:

(1) Languages withiv
Argument-pivot languages
Uniform-subject languages
Mixed-subject (including “syntactically ergative” and “Philipp-type”)
languages
Topic-pivot languages
Languages withoutiv

This organization is based directly on the nature of pivot assignmia language, instead of
indirect measures, such as the type of Case marking. This has allowed us @ theph@ture
of pivothood more directly, including the discovery that the morphologieadigtive language
Warlpiri is pivotless.

In contrast to the usual typological approach, we do not recognize a obdtiegrees of
ergativity. This notion is the result of two confusions. Firsalfit is the result of confusing
pivot choice with Case marking. Case marking patterns, whiledglapart to pivot choice, are
not a direct indication of it. It is instructive that Dixon (1994:)1&f defining ergativity,
distinguishes morphological and syntactic ergativity as if thegeviwo distinct phenomena
which happen to have been given the same name. That is precisgbsitien we are taking
here. Morphologically ergative languages like Warlpiri and Haréi not less ergative than
Dyirbal—if anything, since Warlpiri uniformly uses ergative Casking, one might want to
say that it is more ergative—they differ from Dyirbal (arahireach other) in pivot choice. The
other confusion behind the notion of degrees of ergativity is the daiturecognize the
distinction between notional constructions and formal constructions.”Ysdiot less ergative
than Dyirbal because coreference in coordination is consistently@iBrimes in the latter but
not the former; Yidihsimply differs from Dyirbal in not making use of ther-based chaining
construction for coordination. The concept of degrees of ergativity tenalsscure the true
issues.

More generally, while the work done by typologists in sorting out typ&ngliages is
extremely valuable, the “types” tend to be assigned a theogticéicance they do not deserve.
Labels like “ergative” are useful shorthand for some property obowtion of properties, and
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should be used to the extent that they are found to be useful.veloienguages are not
exhaustively divided into a series of such types; if the nominatiwesative/ergative distinction
is irrelevant for languages like Tagalog, like Acehnese, oQlkectaw-Chickasaw, there is no
reason that one should feel obligated to make them relevant. Arguavents/hether, e.g.
Tagalog, is nominative-accusative or ergative are pointless. igvingportant is to understand
how a particular language deploys the grammatical tools madeldeao it by Universal
Grammar. Typological study is invaluable for reaching an understaofivitat these tools are,
but the focus otypology is misplaced.

The view that we take of conventional typological views of erggtisiessentially that
of Manning (1996). As he points out, the usual view leads to a situatierewDyirbal has
tended to stand alone as the one true syntactically ergative ¢gigiManning 1996: 10). Under
Manning’s approach, and ours, many languages which have been claimedyative enly in
their morphology turn out to be mixed-subject (“syntactically ergative”) lagegia

Within the context of a discussion of typologically-based approachehoud mention
that an interesting but highly problematic approach to argument gracaifunctions is taken
by Dixon (1994). He recognizes the existence of core argument funatigmanitive syntactic
elements, but instead of oGr andoBj, he has three: S, A, and' Rixon’s P corresponds
roughly to ouioBy, but ourGr is factored into S (thér of an intransitive verb) and A (tli& of
a transitive verb). As a descriptive device, this distinction iBiysand we have employed it in
this study. However, Dixon ascribes to them a theoretical contecithwitdst researchers do not,
and defines subjectk) in terms of S and A. He justifies this on the basis of the existerace of
semantic basis for A (i.e. it expresses Agent-like themalés) and the absence of such a basis
for S (it can express any thematic role). Furthermore, since lsmguages (our uniform-subject
languages) have an S/A pivot while others (syntactically ekthguages) have an S/P pivot,
Dixon considers S and A to be two distinct types of syntactiitiess. He also mentions
acquisition evidence that shows that children learning the Papuan lariplati generalize the
ergative suffix, which goes on some As, to all As but never to Ss. None af’Bixrguments
is sufficient to establish S and A as distinct primitive gratical argument functions. The lack
of semantic uniformity in the case@f of an intransitive verb is due to the hierarchy-alignment
nature of argument mapping, as we saw in Chapter 2. Syntactogdiifve languages usge
as theriv in an intransitive clause because there i©®BD And it is plausible that children
acquiring a language operate under the assumption that, since Gase teedistinguish
arguments of a verb, Case marking is unnecessary on the goteeat of an intransitive.
Against these arguments for splittiGg we offer a counterargument. S cannot be a primitive
notion in syntax because it is based on (in)transitivity. Triatgiis a property of argument
mapping: an intransitive verb maps one core argument and a tramsitiveaps more than one.
Transitivity is thus a description of the type of argument mapping.grfammatical argument
functions are the result of argument mapping. (This appears to tastné Dixon’s system as
well.) Transitivity is thus a more basic concept than Dixon’s distinction bat®emd A. It is
therefore unclear in what sense S could be a primitive, as DiaonsclOne also wonders why
Dixon didn’t make a similar distinction in the case of ditransiti@s: why use P for both the
non-A argument of (mono)transitives and one of the non-A arguments ofditras? There are
differences in properties there, too.

~ 'Dixon uses O instead of P. | prefer the P used in much of thiegygal literature because it is parallel to A:
A evoking Agent and P evoking Patient.
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7.3. Functionalism

The typological approach discussed in the previous section is oftendgbum a
functionalist view of syntax. Functionalist linguistics is grounded in the idettlegroperties
of language are grounded in the communicative function of language aoddsy in contrast
with formalist linguistics, the leading idea of which is that fineperties of language are a
consequence of the formal properties of the linguistic system.

Semantics and pragmatics have an obvious role in a communicativegqisesmn
language, and therefore play a major role in functionalist destri@iyntax, on the other hand,
as it does not have any direct relationship to communication and infonmia appealed to
much less, often being seen as something of a last resort whantiesrand pragmatics fail to
provide a solution.

The functionalist approach contrasts sharply with the approdcawedaken here, which
takes both the function and the formal expression to be part of limgdissicription. The
distinction we have drawn between notional constructions and formalwdiis is, in a sense,
a functionalist-formalist distinction: notional constructions are coogons in the functionalist
sense, and formal constructions are constructions in the formatise.sin our view, the
subjecthood functions are part of the formal syntactic expressiasylgect properties are
primarily a consequence of the formal aspect.

A functionalist study that addresses much of the same materteve dealt with in the
present study is Van Valin and LaPolla (1997), and our survey hefgeiised on Van Valin
and LaPolla. In Chapter 6, we discussed claims made by functisndiet grammatical
functions/relations are not universal. We will not repeat the disrulere, but the central point
bears reiterating in the present context. The view exprdss&@n Valin and LaPolla that
grammatical relations represent restricted neutralizatioseoéntic or pragmatic relations, and
that in the absence of such a restricted neutralization themoageammatical relations, is
diametrically opposed to the view of grammatical functions that we are adoptimg study.

Consider the status @iF in functionalist studies. Van Valin and LaPolla discuss the
classification of arguments primarily from a semantic/th@narspective. After discussing
thematic roles, they introduce the “macroroles” Actor and Undergdech group together
different thematic roles. While they claim that these macesrate based on semantics, they are
in fact defined by syntactic properties: the macrorole Actoudes those arguments which are
mapped to the syntax &s, while the macrorole Undergoer includes those which can map as
eitherGr oroa® This is made clear when they refer to the fact that languzgediffer in which
thematic roles are subsumed under the macroroles; the evidetiuis fsrin the nature of the
argument mapping. Even more crucially, in Van Valin and LaPollalysis®f the Raising-to-
Object construction (p. 574), the raised object, which is not a themgtimant of the matrix
verb, is said to have a macrorole in the main clause. In our telansyalin and LaPolla’s
macroroles are core arguments—but core argumenthood is syntactic, not semantic.

Van Valin and LaPolla do not have a direct analogitan their system, as argument
linking is directly toriv. However, Dixon (1994) does; oGr corresponds to what he calls the

“We use the terrfunctionalisthere rather thafunctionalto avoid confusion with the (formal) notion of
grammatical function

*From the perspective of LFG, the macroroles Actor and kgoge correspond to the a-structure classifications
[-o] (when it is als®) and [-r] respectively. Thus, while Van Valin and LaPolla are corirestating that they are not
grammatical functions, it does not follow that they must be semantic thresyntactic in nature.
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subject. However, following the general tendency in functionaliskwbixon treatsGr
primarily in semantic (thematic) terms, and he explainproperties on semantic grounds. We
have attempted to show here that, while semantic considerationsaheole to play in
understanding such properties as being the addressee of imperatilzeghgritie controllee in
control constructions, they cannot be the full explanation.

Perhaps the most glaring difference between our approach to subjeaibdbdtaf the
functionalist literature is in the treatment of pivots: speaifycthe recurrent claim in the
functionalist literature that a language may have different pfeotdifferent constructions. We
have discussed examples of this in previous chapters, and concluddute thppéarance of
different pivots for different constructions is the result of the o different syntactic
constructions, some of which are pivot-sensitive and others of whinbtafeor example, as we
have seen, a (notional) control construction can be realized syntadiicargument sharing
(functional control) licensed outside-in, by argument sharing licensatkiout, and by the use
of null anaphora (anaphoric control): the first of thegavssensitive and the last is generally
limited to GF. We simply note here that the claim that different constructiansave different
pivots empties the conceptvoT of all significance: it is not clear how it is revealingty that
different constructions refer to different grammatical functidime question is to explain how
this happens, and what the possible choices are. An explanatory theorgdwmunt for the fact,
for example, that constructions like reflexivization and imperataaede sensitive 1@ status
but notriv status (and thus will not target S/P in any language). Van ¥atl LaPolla’s theory
cannot do this; ours can.

7.4. Inverse Mapping and Multistratal Subjects

In Chapter 2, we contrasted the theory of subjecthood developed herbeniitivdrse
mapping theory (Marantz 1984, Kroeger 1993, Manning 1996, Wechsler and Arka\1/@98).
will expand on this contrast in this section.

To review from our discussion in Chapter 2, the basic idea of inveapping is that
there is a parametric difference in argument mapping betwéeredi types of languages. In
nominative-accusative languages the argumenthood hierarchy is pcegethe mapping to
syntactically realized grammatical functicghsvhile in ergative languages the hierarchy is
reversed, at least for the two most prominent arguments. Thusjmwaibanonical transitive in
a nominative-accusative language the Agent is realized®sand the Patient asBJ, in an
ergative language the PatientsisBi and the AgenbBJ. Adapting the notation slightly from
Manning (1996), the argument structure and functional structure of anseriiee (2a) in a
syntactically ergative language would look like (2b) and (2c) respectively.

2 a The baby saw the toy.

“In Marantz’s version of the Inverse Mapping approach, this is pulshek one level. He has ar%ument
structure (which he calls logico-semantic structure) mappersely from thematic roles, so the argumenthood hierarchy
and the hierarchy of grammatical functions match, with P outrgrk at both levels. As pointed out by Manning and
others, this makes it difficult to account for phenomena, sulsimdmg theory properties, in which syntactically ergative
languages have the same properties as nominative-accuaatjuages. In this section, we will consider only those
versions of the Inverse Mapping approach which place the ioveasithe argument structure-grammatical function

mapping.
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b. see
susJ [“the baby’]
a-structure ARG [“the toy”]
C.

PRED “see”
susJ [“the toy”]
oBJ [“the baby’]

f -structure

At a-structure, as in nominative-accusative langgathe A argument &BJ(Manning’s actual
notation isA-sB, for a-structure subjegtand the P is a lesser argument (Manning is non-
committal as to the existence of the functimaat a-structure). At f-structure, on the other hand
it is the P which issuBj and the A isoBJ® Philippine-type languages have both types of
mapping: the Agentive voice is a nominative-acdusatonstruction and the Direct Object voice
is an ergative construction. This is made mostiexph the HPSG analysis of Wechsler and
Arka (1998), discussed in Chapter 2.

In a system like this, those subject propertiesctvkare shared by uniform-subject
languages and mixed-subject languages are idehéif@-structure properties, and those which
differ are f-structure properties. To put it sligtdifferently, ourGr is identified as a-structure
SsuBJ and ouplV as f-structursuBa In fact, Manning uses the grammatical functiomaeivoT
for the f-structuresusa

While | mean by pivot neither more nor less thamriderstood by the term (grammatical) subject, |
will henceforth use the term pivot, since, as Dikais observed, it can be very confusing to refer to
a grouping of [P] and S as the subject. | will tHabel other core roles simply @a®Re—this
grammatical relation is fully equivalent tBJect in standard systems of grammatical relations.
[Manning (1996: 48)]

However, other studies that adopt Inverse Mapps&gusJfor f-structure subject, and we will
do the same here to distinguish Manning’'s concepivot from ours.

To put it slightly differently, the Inverse Mappitigeory claims that there are subjects
at two different syntactic levels: a-structsigiand f-structursuy the former corresponding
to ourGF and the latter to oumv. This approach overlaps with what we can calMidtistratal
Subject approach, an approach most clearly exeiegliby Bell's (1983) analysis of the
Philippine-type language Cebuano. Bell's analysisamed within the framework of Relational
Grammar, a multistratal theory, and characteriess an initial 1 (RG terminology for subject)
andpriv as a final 1, where 1 is characterized as an azgtirelation.

CharacterizingGF andpiv as kinds, or strata, of subject, is thus a cemtaal of the
Inverse Mapping and Multistratal Subject approaci@aling them different types &fuBJ
implies that they are essentially the same tygntfty, with similar properties. Since subject is
taken by these approaches to be an argument fafhetiation, this view obIv contrasts sharply
with our theory. In the theory developed heng,is an overlay function, an extra grammatical
function held by an element which is locally licedslt is not an argument function. We claim
that the identification of the pivot function as argument function represents an important
drawback of Inverse Mapping/Multistratal SubjecteWave argued here (particularly in
Chapter 3) that the propertiesro¥ are not argumenthood properties, and are didjant the

SManning’s notations for grammatical functions in f-structueeaglittle different; we will return to this below.
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properties ofGF. Even the property of being a controllee, which appears to be a shéred
property, is revealed not to truly be a shared property. However, a mtatiafpproach would
lead us to expect that there is no difference in principle bet@egoperties andiv properties.
This is especially true in the Relational Grammar version of thiéiditatal Subject approach,
under which there is no difference between grammatical relagibtige initial stratum and
grammatical relations at the final stratum. There is no reasopéxtanaphora to be defined
in terms of the initial stratum and Raising in terms of the final stratum, éongbe.

In Manning’s implementation, the situation is a little better, burmath. In laying out
his approach, Manning states tliatproperties are “semantic” in nature, where by semantic he
means that they have some basis in thematic roles. As wa &hajpter 2, the characterization
of these constructions as semantic is incomplete; however, we can reintapratd/s view
as being that the constructions are related to notions of argumenthoidtiiSisaa valid reading
of Manning is shown by the fact that he uses the level of argutnectise as the locus of these
properties. So the properties@f are predicted by Manning to be argument-related. But the f-
-structuresuBJ(PIV) is also an argument function in Manning’s approach, pivot properties should
also be argumenthood-related. Aside from a semantic/thematid¢ especthere should be no
basic difference between the propertiesioandpriv. The fact that they are totally disjoint sets
of properties is a problem. At the outset, we argued that a thegngromatical functions should
explain the properties of syntactic elements; as we havenshbes properties afiv are not
argumenthood properties. The Inverse Mapping/Multistratal Subgaty can stipulate that, for
example, in certain languages only “surface/grammatical’estdbjcan extract, but it cannot
explain this. Our theory explains this and other properties.

The analysis of pivot selection as part of argument mapping istylstogically
untenable. It is, of course, unproblematic in uniform-subject languageseAdiscussed in
Chapter 2, it is problematic but feasible in mixed-subject languages (fopkiteaccount of
argument mapping under an Inverse Mapping theory, see Arka 1998 on theiRditype
language Balinese). However, as we saw in Chapter 6, thesenyuatge types, although the
most commonly discussed, do not exhaust the possibilities. In a topictpiguage like
Acehnese or Mandarin, pivothood is transparently unrelated to argumppingaPivotless
languages like Choctaw/Chickasaw and Warlpiri are even more pratideifhe illusion that
pivothood is a type of argumenthood is a result of considering only argument-pivot laguage

To this line of criticism we can add points we have made eanli¢his study. In
Chapter 2, we criticized this approach on the grounds that it is inddegumtheory of argument
mapping. In the first place, it is implausible, as the univdreald appears to be to maintain
hierarchies across dimensions of language. There areedsans why language would work this
way, and the alignment of hierarchies is a recognized conceptima&lipt Theory. As a design
feature, it appears unlikely that Universal Grammar would allow InveeggpMg as the basic
mapping principle in a languag&econdly, this approach conflates Garandd; to the extent

éChris Manning (Personal communication) has objected to thist@jen the grounds that identifyirgs with
oBJ, as | claim syntactically ergative languages do, also invelvesmatch of prominence across different linguistic
dimensions. While Manning’Sé)oint does have some validity, andninysexplain the rarity of languages in whiak

is not automatically associated with, there is a fundamental conceptual difference between invepg@ngand our
theory of pivots. Mapping involves representing essentiallgahee relations (specifically, predicate-argumeatias)

at different dimensions of linguistic structure. An argumetitésmost prominent argument ultimately because of its
position in conceptual structure. The most sensible systerambing, and what | claim is the only available one, will
maintain this prominence through to the syntax. Beirig,dike being aropic or being picked out by contrastive stress,
represents a different type of prominence, one unrelated to@ngstatus and ultimately unrelated to lexical conceptual
structure. It also does not involve mapping from one levahtdher—it simply assigns a second function to an element
which is already part of the f-structure. Manning also obsequéte correctly, that despite the apparent negative reading
that his theory gets here, there are some fundamental issues on whichmeperplete agreement. Foremost among
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that they can be shown to differ (as in our discussion of anaphora ire€CBg theory which
conflates them is empirically inadequate.

There are grammatical phenomena that are more straightforovdesgcribe using the
pivot theory proposed here than under the inverse mapping theory. One esahgpleature of
the controlled clause in Balinese, discussed in Chapter 5. As wheaythe inverse mapping
theory requires one to allow functional control of clauses with #a®gratical functiorsusJin
languages like Balinese. This is a problem for many theoriesntfad, motivated on the basis
of the properties of control constructions in many languages. (LFGyatie functionally
controlled clauses bear the functiatomp.) Under the theory of pivots proposed here, however,
there is no need for any theory to recognize a special kind of sabjeodl which behaves like
complement control. Another example comes from a consideration afncpitenomena in
Indonesian which have been discussed using the inverse mapping theory Bpd\Ndanning
(1998). Much of their analysis can be translated in a straightfdrmanner into the theory
proposed here. However, certain aspects of their analysiwbaterpatic under their assumptions
and simple under ours. In particular, consider the structural réatize#ftarguments. Arka and
Manning identify the following as Philippine-type Agent voice and Direct-objecevoic

3) a Amir mem- baca buku itu.
Amir AGT-read book that
‘Amir read the book.’

b. Buku itu dia baca.
book that he/she read.DO
‘S/he read that book.’

Under the analysis we have proposed, the f-structures of these two sentencesllaresas f

4 a [PV [“Amir”]>

GF
preD ‘read ( (" GA(T o))’
oBJ [“that book’]

b. PV [“that book
GF  [“s/he”]

PRED ‘read<(l‘6F)(F oBJ) )
OBJ—

We can state the word-order facts simply: #ne in Indonesian appears clause initially, in
[SPEC, IP]. Within the VP, the verb is followed by rim-arguments other than the (nemw)

GF (Agent). TheGF appears initially in the VP, either as a pronoun or a clitibewerb. Under
the inverse mapping theory, nen+ Agents and nomv Patients both bear the functiosJ,
even though they have completely disjoint distributional properties. The fesgaainder the

these is that he and | both reject an analysis of syntacticaljvertgnguages in which all sentences are intransitive,
with the ergative argument being similar to a pasBwghrase.
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inverse mapping theory are the following:

(®) a  [suss [“Amir ]
PRED ‘read<(T susj(" OB)>’
oBJ [“that book’]

b. 'suBy [“that book’]

PRED ‘read<(T os) (" SUB)>’
oBJ [“s/he”]

The phrase structure rules therefore need to refer to thewlagcAs Arka and Manning (1998:
14) state:

All the verbal clitic positions, including the preceding full pronouns, mushbeediately adjacent
to the verb and are reserved for words with pronominal meattiag express theos-
JECTTerm-complement of the clause. These are used when the vamsenansitive. .[T]he
preverbal positions are positions for agent term complements Wihen these positions are
occupied, the clause is in the objective voice. [italics added]

Under the account proposed here, only Patientsoagse Agents areGrk. Our account of
Indonesian word order is more straightforward.

Our theory of pivots is thus preferable to the Inverse Magigialgistratal Subject theory.
It has stronger conceptual grounding, is more explanatory, provides deoygede descriptions
of linguistic facts, is typologically superior, and is more coesistvith theoretical assumptions
in LFG.

7.5. Constituent-Structure Approaches

The leading approach to grammatical functions (and syntax inajgnegenerative
theory has been a constituent-structure—based (henceforth strugtpragcn. We will discuss
what appear to be the primary trends in this kind of theory, and showhéhgrammatical-
function—based approach that we have developed here is preferable anspleoraery. This
is important particularly because proponents of the structural appodi@n claim a higher
degree of explanatoriness. We have already addressed ttpseilmainary way in Chapter 1;
here we will look at specific analyses.

In an insightful survey of the history of approaches to subjecthood istrihetural
tradition, McCloskey (1997) describes it as a progressive “deconstrucf the notion of
subject. In this, it does not differ from what we have done here, nomil@anhas been done in
other approaches. The theory developed here “deconstsuetsito the two distinct, inherently
unrelated functionsF andpiv (and, if we want to extend this, the traditional notion “logical
subject” corresponds to ofl). Of course, unlike our grammatical-function-based approach, the
structural tradition identifies the functions with structural posg which are derivationally
related to each other.

At the very least, subjects are associated in structuralsssahith two positions: one
internal to the VP (either [SPEC, VP] or adjoined to VP) and one in thdispeasition of a
higher functional projection (which we will refer to as [SPEC, IP]). ACMskey points out,
in a version of the structural approach which factors IP into mufiipletional phrases, there
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may be more such positions (McCloskey appears to favor two: a higher [SBRR}fand a
lower [SPEC, TP]), but for our purposes we will limit our attentmone [SPEC, IP] position.
OurGr corresponds to the VP-internal position in such a theory, amihoir[SPEC, IP]. Baker
(1997: 82-3) gives a very clear overview of how such a system is supposed to work:

For reasons that are quite independent of ergativity, it hasrgestandard to assume that the agent
argument of a transitive verb in English is a subject ifeéet) two ways: it is base-generated as the
specifier of a VP projection where it is directly thet ; it then raises to the specifier of an
Inflectional head to receive (or check) its nominativeeCasus, the agent is both the subject of VP
and the subject of IP. However, these two distinct sensebjeics may diverge, resulting in a “deep
ergative” language. Thus, suppose that the basic projectiogushants is the same [as English] in
languages like Dyirbal or Inuit, but the verbs in these langueayasot license accusative Case on
the underlying object. Then, it is the patient argument of the verlth@aigent, that must move to
the specifier ﬁositlon of IP to receive/check nominatigeeCand trigger agreementon I.... The agent
NP, on the other hand, remains in the specifier of VP and recaigative Case by some other means
(researchers vary on the exact mechanisms here). Simplengavsthe two basic clause structures
are compared [below], where | leave open the possibilityfibat are additional functional categories
and/or a more complex VP-internal structure.

Baker’'s sample structures, adapted slightly, are the following.

(6) a. English
IP
/\
NP, I

=~

the baby (A) Infl VP

I
NOM NP %

\Y NP

saw the toy (P)

I
ACC

b. Dyirbal/Inuit
IP

/\

NP, I
A /\
the toy (P) Inf] VP
L 1 —
NOM NP Vv
= . —
the baby (A) V NP
ERG | |
saw t

As Baker makes clear, the key technical mechanism for llegmsovement to [SPEC, IP] is
Case theory. In uniform-subject languages, the A argument in [SPEQoivd&]joined to VP)
undergoes this movement, whereas in mixed-subject languages it is someentiesit.€T he -



171

notion of Case here is what is known in the structural traditiohsisaat Case, not necessarily
related to morphological Case.

We will examine this approach by taking a closer look at GB Igsifyy government-
based Case marking) and MP (exploded IP, SPEC-head Case chaukieg)entations. We
will first outline the technical aspects of each of these @essiand then take an overview at the
explanatoriness of this type of account.

Based on data from Malagasy, Tagalog, Cebuano, and Malay/Indonesidoyl&ui
Hung, and Travis (1992) (henceforth GHT) argue for a version of the [SPE{SPEC, VP]
analysis. As noted above, in such an analysis, [SPEC, IP] istthetusal equivalent of the
function Piv, while [SPEC, VP] isGF. Inexplicably, GHT refer to both positions as subject
positions and explicitly refer to the [SPEC, IP] (k&x) as an argument position.

GHT assume a basic GB-style theory of clause structutegwingle functional category
Infl) and a government-based approach to Case marking. Within trewaikithat they assume,
a nominal becomeav (moves to [SPEC, IP]) by virtue of not being assigned Case. Ty w
out the analysis in detail for Malagasy, where the pefbappears on A-pivot (AGT) verbs, the
suffix -na on P-pivot (DO) verbs, and both appear on the verb if the pivot is something
specified in the lexical entry of the verb.

(7)  (Guilfoyle et al. (4,6))

a. M- an- sasa (manasa) ny lamba amin’ ny savony ny zazavavy.
TNS- AGT- wash the clothes with the soap the qgirl

b. Sasa- na (sasan’) ny zazavavy amin’ ny savony ny lamba.
wash- DO the qgirl with the soap the clothes

C. An- sasa- na (anasan’) ny zazavavy ny lamba ny savony.
ACT- wash- DO the qgirl the clothes the soap

‘The girl washes the clothes with soap.’

The analysis is that the prefix is part of the verb and as€igss to the P, while the suffix is part
of INFL and assigns Case to the A in [SPEC, VP]. Unlike in stangzrsions of GB, the verb
itself does not assign Case. The argument that is not assigeedGees to [SPEC, IP], where
it can be marked nominative through SPEC-head agreement. Theattress of this proposal
comes from the combination of prefix and suffix: in such a case, bgehtfand Patient are
assigned Case and something else must move instead. An alteanatiysis must treat the
circumfixan-...-naas a third morphological element, unrelated to the Agentive-voifie anel
DO-voice suffix. Furthermore, constituent order facts in Malagagport this analysis: the trace
of the verb (which moves to INFL) intervenes between the Agent arfthtient, so the Patient
is in a position adjacent to the verb if it is Case markede@atic structures, adapted from
GHT, are as follows. (These structures do not show V-to-l movement.)
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| N/\

-na |Pi A

L} PN
AV NP

|
Case t

C. other pivot

Case an- P t

(I

Case

Attractive as it is at first glance, this account faseme problems. Some of these
problems are apparent in the analysis of Malagasy. In theofarsg, it requires an approach
under which transitive verbs do not have the inherent ability to assigg. This contradicts
most approaches to Case in the GB tradition. Second, the facbthakdent and Patient are
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assigned Case if the circumfix appears on the verb is not enowplain the movement of
another argument to [SPEC, IP]. As GHT observe (fn 7), the praepositist be assumed to
incorporate into the verb as well. If it did not, it would surface andma€3ase to the nominal.
This incorporation must be stipulated, and though GHT claim thatiihitar to an applicative

construction, in the Malagasy case there is no morphologichtation of the alleged

incorporation.

Further problems emerge when the analysis is extended to otheyrfassan languages.
Unlike Malagasy, languages like Tagalog do not combine the AGT afiire@nd the DO voice
affix if an oblique argument becomes the pivot. This may indicaterttessy though it may be
for Malagasy, the correct treatment of oblique-pivot affixesingply as separate affixes. The
word order facts are also less cooperative in other languaged,Tasoint out and discussed in
detail for Tagalog by Kroeger (1993). Finally, it is unclear howGRE analysis would extend
to syntactically ergative languages.

Bittner and Hale (1996a,b) propose a theory of Case that shares st éeatttires of
GHT’s analysis: there is a VP-internal subject position (adjbio&/P in their implementation)
corresponding to ousk and [SPEC, IP] corresponding ro/. Their theory of Case is rather
involved, and we will not discuss it here. As in GHT’s accounbilitato be assigned Case
causes a DP to move to [SPEC, IP]. Under normal circumstances (aratyctthe standard
GB Case theory), the A can be assigned Chsethe P cannot, so it moves to [SPEC, IP]
resulting in a syntactically ergative structure, or Isve¢d to remain in situ through some
mechanism rendering the VP and IP transparent to goverdmesuifing in a morphologically
ergative structure. (For Bitther and Hale, morphologicallyativg languages never raise an
argument to [SPEC, IP], and are thus pivotless.) To allow Case &sdigned to P, a D
(sometimes realized overtly as object agreement) must be adjoifedverb to create a Case
competitor. It is then the A that is left without Case. ThetAegiraises to [SPEC, IP] or gets
governed in situ by C through government transparency. In an intransatinse csince there is
no competition for Casethe S cannot be assigned Case, so it behaves like the Casefess A
nominative-accusative languages and P of ergative languages Phsliigpine-type languages,
Bittner and Hale adapt GHT'’s analysis. For Bittner and Hale AtA& voice affix @n-in
Malagasy) is a D adjoined to V, resulting in a nominative-accusativergotish where the P
can be assigned Case but the A cannot and must move to [SPEC, IP]. ThigidGi@IHT's
analysis. The DO voice affix (Malagasya) is not discussed; Bitther and Hale gloss it as INFL
but do not explain why it is absent in AGT voice sentences.

The GB-style Case-theoretic analyses have a strange quality to themill ¥deus on
the more straightforward GHT account. Removing the technicatifiémth our theoretical
assumptions and GHT’s, the two approaches to Philippine-type languagesccamgageed in
the following way. In both ours and theirs, the essence of Philippoeelanguages is in the

This is a simplification of Bittner and Hale’s theory, since the margrar government transparency about
to be mentioned are necessary to allow | to assign Case to the A. Fisr detaBittner and Hale.

8Either verb movement or coindexation of C, |, and V.

®Bittner and Hale’s notion of Case assignment being the refsm:lbmlpetition between two nominals is
interesting, and it is a shame that it has not been taken up egseeins structural theories of Case assignment. Itis a
formal expression of the functionalist concept that Casesdrislistinguish arguments: one argument is unmarked, and
the others bear some sort of marking of their gramnidtication (or thematic role). The problem with Bittner and
Hale’s approach is its complexity: in an era when structuaakformational theory aspires to minimalism in its fdrma
devices, Bittner and Hale’s theory has something of a “maximalisttdeel
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voice affix. This works as follows.

9 a Analysis proposed in this book
AGT affix: “pivot is A”
DO affix: “pivot is P”
INSTR affix: “pivot is instrumental”

b. GHT analysis
AGT affix: “pivot is not P”
DO affix: “pivot is not A”
INSTR affix: “pivot is neither A nor P”

The GB Case-theoretic analysis is based not on identifying what thegitat rather what it
is not. Pivothood is something of an accident under such an account, a boobyr phiedéoser
of the musical chairs of Case assignment. The basic theoretichlnery of Case-marking itself
needs to rewritten to create a system which will achibgecorrect results. Aside from the
technical problems cited above and explanatory problems to be diddusssy, this is a
conceptual weakness of this type of account of subjecthood.

Murasugi (1992) proposes a theory of ergativity within the frameworadfy MP.
Murasugi hypothesizes a clausal architecture in which Infl isrdposed into two functional
categories: Tense and Transitivity. Case is checked in thdigppositions of these functional
categories when they have a positive value for the feature theythestinmarked Case
(nominative/absolutive) in [SPEC, TP] when T istdnse] and the marked Case (accusa-
tive/ergative) in [SPEC, TrP] when Tr istfans]. In an intransitive clause, the S moves to
[SPEC, TP] to check its Case (since Trisgns], it cannot check Case). For this reason, S has
the unmarked Case in all types of languages. On the other hardatbdéwo possibilities for
NP movement in transitive clauses: either A moves to the highigiopdSPEC, TP] and P to
the lower [SPEC, TrP] or P moves to the higher position [SPECaidPA to the lower [SPEC,
TrP]. The former is the pattern in nominative-accusative languagdsthe latter in ergative
languages. The reason for the different NP-movement properta®isto be feature strength:
one of the functional categories has strong Case featuresjmggquiert movement, and for

reasons of Economy the closest NP (the A) has to move there nitveB to the other specifier
position at LF. Schematically:
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(10) Nominative/accusative language

a.

D-structure

TP
SPEC T
/\
T TrP
[NOM]strong /\
SPEC Tt
/\
Tr VP
[ACC/ERG]weak /\
NP Vv
|
AV NP
| |
P
S-structure
TP
/\
NP, T
| /\
A T TrP
SPEC Tt
/\
Tr VP
[ACC/ERG]weak /\
NP, v’
PN
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A T TrP

(11) Ergative languages
a. D-structure
TP

SPEC T

T

T TrP

[NOM] weak /\

SPEC Tt

T

Tr VP

[ACC/ERG] strong /\

NP Vv
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b. S-structure
TP
SPEC T
/\
T TrP
[NOM]weak /\
NP, Tr
| /\
A Tr VP
PN
NP, \A
|
t VvV NP
| I
P
c LF
TP
/\
NP]- T
| /\
P T TrP
/\
NP, Tr
| /\
A Tr VP
PN
NP, \A
|

t V. NP
|

Thus, the [SPEC,VP] position is the representationGiofand the [SPEC, TP] position
(corresponding to [SPEC, IP] in Baker’s trees)iis

In Murasugi’s account, the difference between uniform-subject langwagemixed-
subject languages is a technical question of feature strengtle functional layer of clausal
structure. The resultartv, with its array of properties, is a by-product of the requiremants
feature-checking. In this respect it is (unsurprisingly) similahéoGB accounts: pivothood is
an accident: the grammar specifies what is not a pivot.

The only mixed-subject language type that Murasugi discussesigyx@iergative. It
is unclear how she would account for Philippine-type languages; plguk#kthoice of strong
feature would be variable and linked to the voice morphology, but it isarneleat sort of
feature configuration would be responsible for voices other than ageirect-object. Even
more mysterious is how Murasugi would account for active languaggs\eotless languages.

The critical question is how well structural theories explairptbeerties ofik andpiv.
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The answer is: not very well. Part of the problem has been discissarlier chapters: the
theory requires all languages to have the highly configurationalicamtstructures typical of
languages like English, and the structural constraints which are sgppmsxplain the
properties ofik andriv are themselves arbitrary. The proposal here avoids both of thedlepitf
the crucial level for our theory is functional structure, not carestit structure; and the nature
of the grammatical functions is independently based on their functigreatid then used to
explain the properties afF andpiv, including the constituent structure propertiesefin
configurational languages. However, even within the assumptions ofdlctusal theory, the
prediction of properties is not particularly successful.

Consider, for example, the extraction propertiesiof Both GB-type analyses that we
have reviewed suggest that the prominent structural position is sormetudved. GHT suggest
that some sort of locality may be involved, and Bittner and Haleeatat, since [SPEC, IP] is
anA position, its prominence should manifest itself mostly tependencies. However, neither
GHT nor Bittner and Hale propose a mechanism for achieving thisjssnat clear that they
have explained anything.

Murasugi focuses on relative clauses (taking the position that thegrdistance
dependency constructions that appear to be limitedvt@re types of relative clauses), and
argues that in afense] clause relativization should be restricted to the nomiratienent
(PIv) because it can’t check its Case in [SPEC, TP], so it haste to [SPEC, CP]. However,
in finite clauses anything should be able to relativize, becausgtlengrcan check its Case
clause-internally, so movement to [SPEC, CP] is just ordihanpvement, not Case-motivated
movement. She then discusses the fact that in some Mayan langueteas Jakaltek, finite
([+tense]) relatives seem to be limited to relativizingrtki€S/P), with antipassive (AS) being
used to relativize A arguments. While this appears to be a coxentgpe, she suggests that this
may not be a structural (i.e. syntactic) restriction, but simppragmatic” preference. Her only
evidence for this is that other Mayan languages allow anythirfgetoelativized but use
antipassive as a disambiguating device, or a way to get a\slitifficrent meaning. This is
irrelevant for languages like Jakaltek, however; she appearsdtt iith no explanation of the
PIV restriction.

Control constructions also appear to pose problems for structural acdhexistence
of bothGF andPiv controllees is not recognized by everyone: Bittner and Hale ajopeslieve
that onlyGF can be controlled. Strangely, they attribute this to Chomsky (1884, though
Chomsky’'s PRO-must-be-ungoverned account applies to [SPEC, IPjvtpesition. GHT
assume the standard Chomsky (1981) analysis that PRO must be ungowbidedi their
analysis (correctly) accounts far controllees, as [SPEC, IP] is ungoverned if Infl is non-finite.
As for GF controllees, they suggest that PRO is possible in that positianseof some relation
between control and binding thedfySince binding theory is sensitive to argumenthood, as
discussed in Chapter 2 of this bddlnd [SPEC, VP] is an argument position, PRO is possible

“The idea that control is related to binding theory is intuitiptausible, but it violates the leading idea behind
cr?ntrol theory in GB, which is that since PRO is a pronomiaraphor”, it cannot be subject to the principles of binding
theory.

n the interests of fairness, | should %oint out that the binding-theoretiénanoce ofGk can be accounted
for within the structural theory if one accepts the assumphiatGr is structurally higher than other arguments in all
languages. The explanation works best in Bittner and Hale’ﬂabd'me%observe, correctl)é, that under the VP-internal
Subject Hypothesis,[SPEC, IP] is Arposition, and thus irrelevant for binding theory. All binding theany see is that
[SPEC, VPﬁ) (or distinguished adjunct of VP in their implementatio?} c-cordmtne other arguments. This does not
change the fact that other subject properties are not explained under structata
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there. However, the nature of the relation to binding theory is noffisdeand, as they point
out, the analysis also entails that government of [SPEC, VP] lig fftional—a problematic
concept. They do not discuss Raising, nor do they mention languages irthvehacitrollee is
limited to eithelGF orpiv. Murasugi suggests that the only true cases of PRO control irrrajve
for reasons of Case, and that apparent casés obntrollees are either finite or involyeo
instead of PRO. The latter approach bears some resemblance tcstmstidn between
functional control (which would be the equivalent of Murasugi’s PRO) aagteoric control
(pro), although in the case of the account here the distinction is one indefpenuzivated in
the theory. The lack of independent motivation renders her account tippdatsre and less
explanatory than one would like. Murasugi also has nothing to say about Raising.

Another point that needs to be made about the structural analysssliet do not seem
to provide a way to account for topic-pivot languages like AcehnesreB#nd Hale’s is the
only account to even attempt this, but in their analysis of AcehineSe is always theiv (they
hypothesize a null expletiv& for unaccusative clauses). They do not motivate this on grounds
of pivot behavior, which is striking since the Core Topiv) figures prominently in Durie
(1985). Topic-pivot languages appear to pose a serious problem for arAh&astic account
of pivothood, since Case is linked to argumenthood, and topic-pivot languages do not pick the
pivot on the basis of argumenthood.

The structural analyses are similar to ours in recognigzingndpiv as two distinct
elements, but require all languages to have the same c-straohfigurations, and cannot
provide analyses of pivothood in languages like Acehnese. Instead alydaddressing the
guestion of grammatical functions, they create complex webstwifictural conditions which
conspire to create the surface grammatical relations thaarhlysis proposed here creates
directly. The essential properties of the two kinds of subject, varepredicted by the current
proposal by virtue of the nature of the two distinct grammatical functions, apeatitted by
the structural accounts.

7.6. Final Thoughts

The theory of subjecthood that we have proposed in the present study taas cer
properties that distinguish it from other, similar theories. We haken a multidimensional
functionally-informed formalist approach, and we claim that this prevadéetter basis for
understanding and explaining the properties of subjects than otheaapgs. In previous
chapters, we have made this argument by showing how our theory, whick fae grammatical
functionsusJinto the argument functioGr and the overlay functiopiv, explains the cross-
linguistic properties of subjects. We have even explained typologstedinge facts, such as the
differences between languages in choice of controllee in control constructions.

In this, the final chapter, we have contrasted our approach withdralgpeoaches based
on different assumptions. We have argued that these other approachetheyhshare certain
features with ours, fall short of accounting for the full rangebjest-related phenomena which
we account for.

There are several broader issues which are raised by the present study,ulaptréc
formalist-functionalist divide, the explanatory potential of a thdmged on grammatical
functions, approaches to typology, the relation between explanation angtitascnd parallel
architecture in linguistic theory. We will discuss these briefly here.

We believe the distinction between formalism and functionalism twiervades
linguistics today to be a harmful sociological phenomenon. While ongegmaps inevitably)
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approach language from one perspective or the other, ultimately ¢gnguluilt out of both
form and function. The functions of language are expressed in form, afodrttseof language
serve functions (Falk 1992). In the present study, although our perspectivedraprimarily
formalist, we have made use of observations from the functiondksotthe linguistics world.
It is only through such a mixed perspective that true progress can be achieved.

Related to the breaking down of the formalist-functionalist barsighe notion of
grammatical functions: functionality based not on extra-syntditiensions but on the formal
syntactic system itself. This notion of grammatical functionbdeesn the foundation on which
the present analysis has been built. Such a concept is only tridipleos the formalist-
functionalist distinction is rejected, and it is our contention thajeéherative goal of explaining
linguistic phenomena requires a serious consideration of the foymtaktc functionality of
linguistic elements. This was discussed in a preliminary w&hiapter 1, and the rest of this
book can be seen as a case study in grammatical-function-baseth@aplaFurther studies
based on formal syntactic functionality will probably result in othgrlanations of phenomena
that have resisted non-circular explanation in the past. This vigramwimatical functions and
explanatoriness runs counter to what is often assumed in thetenéterature, particularly
in the transformational literature; in fact, Chomsky (1981) argup#citly against a role for
grammatical functions in syntactic theory. Our approach is obviously different.

A second artificial division in contemporary linguistic researctinie one between
approaches to typology, as described in the following quotation from Comrie (1989: 1-2).

On the one hand, some linguists have argued that in order to marmgsearch on language
universals, it is necessary to have data from a wide rahtgmguages; linguists advocating this
approach have tended to concentrate on universals statabtasrofeelatively concrete rather than
abstract analyses, and have tended to be open, or at leasteiridbe kinds of explanations that
may be advanced for the existence of language universals. Othéndrand, some linguists have
argued that the best way to learn about language univerbglthis detailed study of a small number
of languages; such linguists have also advocated stating guaversals in terms of abstract
structures and have tended to favor innateness as the explanation fogéamgivarsals. The first
of these two approaches is perhaps most closely assowittede work of Joseph H. Greenberg and
those inspired by his work.... The second is most closely atedavith the work of Noam Chomsky
and those directly influenced by him, and might be regarded as the orthodox gepesitive.

The approach we have taken here is neither “Greenberg” typology inonfsky” typology. We
take it to be self-evident that a study of this kind could not be undenék®ut a sufficiently
broad sample of languages. In this way, we differ from the “Chomakygtoach, which
advocates taking a smaller set of languages. We do not belieaayma¢aningful typological
work can be accomplished by comparing, say, French and English. On thesoitiewe differ
with the “Greenberg” approach that linguistic universals mustdiedsin relatively surfacy
terms. We believe that the correct approach to typology has mredjatively detailed analysis
of a wide range of languages, a combination of “Greenberg” typofajyGhomsky” typology.
It is only through detailed analysis that we can find the explandtonise illusion of mixed-
pivot languages, by recognizing the existence of both functional contt@rephoric control,
or different ways of sharing participants between coordinatededadsd we see nothing
undesirable in expressing universals in abstract formal tem$?ivot Condition is a formal
universal condition on rules (or constraints), not on directly observable data.
A third problematic distinction often found in contemporary linguistarkvis the

distinction between explanation and description. This distinction is dftamn by researchers
in the transformational tradition, with the associated implicahahéxplanation is superior to
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“mere” description. Obviously, we do not wish to denigrate the idedhtbaoal of linguistics
is explanation; the present study has been devoted to the conceptohBaplaut explanation
must be grounded in accurate description. Without a full understandingfaétheany alleged
explanation is useless. The present study has been solidly groundeglisg@ description—in
our view, the only possible way to do explanatory linguistics.

Finally, we have relied on a parallel-architecture multidimensaproach to language,
the kind championed by LFG. We believe, with Bresnan (2001), that the mndtidionality of
language holds the explanation for much of language variation. Sualitidimmensional
approach runs counter to the spirit of many other theoretical frarkewdrich prefer to express
all (or most) generalizations in terms of one type of linguisficesentation. A multidimensional
approach is a more realistic approach to language (Jackendoff 1997, 20029, takd this to
be one of the advantages of the theory proposed here.

The theory of subjecthood that we have proposed here, distinguighiagdpriv as
functional elements with formal properties, and using a broad typologitge of languages as
its basis, is thus superior to other types of theories of subjecthoedgativity in achieving the
goal of explaining subjecthood.
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