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Chapter 1:  The Need for Risk Management Systems
1.
Introduction

The international banking system has gone through many significant structural changes over the last twenty-five years.  Major banks have merged (e.g. Chase and Chemical have merged into the new Chase) as well as banks and insurance companies (e.g. Travelers and Citibank have merged into CitiGroup, when earlier in 1977, Travelers, a giant of insurance, consumer finance and US brokerage (Smith-Barney) already merged with investment bank Salomon Brothers.), and many have become global (e.g. HongKong and Shanghai Banking Corporation).  This actually has substantially increased competition.  Regulators liberalized some of the rules governing banks during that period, allowing banks to offer new products, and to enter new markets and new activities. All these structural changes were accompanied by the introduction of many new derivative products.  These products can increase or reduce the risk of financial institutions, depending on how they are being used, monitored and controlled.

At the same time, exchanges have become more accessible to corporations.  The proposed Financial Services Act of 1999, if passed, will lead to even far more reaching changes in the U.S. financial system.  It will repeal key provisions of the Glass-Stegall Act, which was passed during the Great Depression and prohibited commercial banks from underwriting most kinds of securities.  Most significantly, the bill will also permit affiliations between banks and other financial services firms, such as insurance companies, which have been prohibited by the Bank Holdings Act of 1956. The proposed reform is intended to allow bank holding companies to expand the range of their financial services and take advantage of new financial technologies.


No doubt that the new legislation will usher in a new round of consolidations.  The merger of Travelers and Citibank can only receive final approval if this bill passes in the US Congress. Expanding holding company activities will pose new market, credit and operational risks.  It will demand thorough revision of capital adequacy requirements, currently tailored to the traditional bank holdings companies, which have found it less costly to raise money from the public, than to borrow directly from banks.  Therefore, banks find themselves competing more fiercely, which has reduced their profit margins through lending in longer maturities and to lower credit quality customers.  Customers, on their part, require more sophisticated and complicated ways to finance their activities, to hedge their financial risks, and to invest their liquid assets.  In some cases they simply look for ways to reduce their risk exposure.  In other instances they are willing to assume additional risk, if properly compensated for it, in order to enhance the yield of their portfolio.  Banks are, therefore, engaged more than before in risk shifting activities, which require better expertise and know-how in controlling and pricing the risks.


The managerial emphasis has shifted from solely profit consideration and maturity intermediation (usually measured in terms of the spread between the interest paid on loans and the cost of funding) toward risk intermediation by considering both profits and risks associated with banking activities.  It is no longer sufficient to charge a high interest rate on a loan; the relevant question is whether the interest charged compensates appropriately for the risks assumed by the bank. 


The change in emphasis from profit-oriented management to risk-return management is gaining increasing support among non-bank corporations.  More corporations are engaged in active risk management activities.  “Risk” was always a major consideration in rejecting investment opportunities.  The problem, however, is how to quantify risk and price it appropriately.  Rejecting projects only because they seem to be risky may lead to erroneously rejecting good investment opportunities that are expected to compensate for the risks incurred.  


A formalized universal approach to credit risk in banks was first quantified in 1988 when banks were required to hold a flat fixed percentage of their risk weighted assets, (say 8% for corporate loans, 4% for uninsured residential mortgages, etc.) as regulatory capital against default.  Since 1998 banks are required to hold additional regulatory capital for market risk in the trading book
. At some point in the future we may see regulatory capital charged for funding liquidity risk, operational risk, regulatory risk, human factor risk, legal risk, etc..
 These are now closely monitored by banks since the well publicized recent financial disasters related, either to the lack of adequate controls (like for the collapse of Barings Bank) or the risk that derivatives contracts will not be legally enforceable (like in the case of Procter & Gamble which lost $157 million on two interest swaps entered with Bankers Trust, and then sued Bankers Trust for misrepresentation of the risks involved in the transaction).


Banks today are engaged in more activities than simply lending money.  They are also engaged in trading all types of cash instruments, or derivatives, like swaps, forward contracts, and options, either for their own account, or to facilitate customers’ transactions.  The Federal Reserve Bank estimates that in 1996 U.S. banks had over $37 trillion of off-balance sheet assets and liabilities, compared to approximately one trillion dollars only ten years earlier.  The multitude and magnitude of the instruments, and their complexities, make it essential to measure, manage and control the risk of banks.


In this chapter, the process leading to the introduction of risk management systems is described.  A major impetus behind the implementation of risk management systems has been the Basle Committee on Banking Supervision, 
 which is an extension of the regulatory bodies of the major developed countries.  Nevertheless, it is now being realized by the banking industry that it actually needs such risk control tools for more sound and economic management.  This chapter also briefly summarizes the interactions among different trends that make risk management an  integral part of the management and control process of financial institutions, and not only a required tool to satisfy regulators.  We conclude this chapter by discussing the extension of risk management systems to non-financial corporations.

 2.
The Historical Evolution



Regulation of the banking industry exists in all countries, in different shapes and forms, and through a multitude of governing bodies, laws and by-laws.  There was a major difference between the nature of bank regulation in the U.S. compared to bank regulations in England or in Continental European countries.  Regulation affects the attitude of financial institutions to risk taking, and often dictates how to accommodate it.  One observation we can make at the outset is that, due to world-wide recognition of the need to measure and control risks in global and local banking activities, regulation of banks is better coordinated on a global basis and there is a trend of regulation to converge and become more consistent across countries. 


Regulation of the banking industry in the U.S., implemented mainly in the early 30’s, led, maybe unintentionally, to reduced competition and, in a certain way, to lower risk in banking operations.  For example, in the U.S., regulation Q put a ceiling on interest rate paid on savings accounts.  Reserve requirements led to a practice among banks that chequing accounts do not bear interest.  The McFadden Act (1927) prohibiting interstate branching, coupled with state regulations led to the establishment of many small banks, specializing in a local market, creating there a “natural monopoly” in supplying banking services
.


Interest rates were also stable over an extended period of time, with only small changes occurring from time to time.  During the period from World War II to 1951, interest rates were pegged and were not used as a tool in the monetary policy of the Fed.  From 1951 interest rates became more volatile, and the volatility intensified in the 70’s and 80’s as shown in Figure 1.


Figure 1: Short-Term Interest Rates Business Borrowing

Prime Rate (Effective Date of Change), Commercial Paper (Quarterly Averages)
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Source:  Board of Governors of the Federal System


The changes occurred toward the end of the 60’s, and uncertainties that were hidden and contained for many years, came out to the surface.  Governments of developed economies that took the role of insurers of certain risks, have started a slow but consistent process of pulling out from these activities.


The prime, and maybe the most important example of the change taking place, is the foreign currency (FX) market.  From 1944, with the signing of the Bretton Wood Agreement, all international foreign exchange rates were kept artificially fixed.  Central banks had the role to intervene in their FX markets to maintain stability.  Changes in exchange rates were allowed infrequently by the World Bank and the International Monetary Fund (IMF), usually requiring the country which had to depreciate its currency to take hard economic measures in order to assure stability of the currency in the future.


The regime of fixed exchange rates broke down toward the late 60’s, due to economic forces, including a vast expansion of international trading and increase in inflationary pressures in the major economies.  The shift to flexible foreign exchange rates introduced daily (and intra-day) volatility to exchange rates.  If, before, central banks absorbed the hidden changes, now these changes have surfaced in trading foreign currencies, and the financial market has to provide the traders with tools for insuring against these “new” risks.


Figure 2 depicts the percent change in German Deutchmark to the dollar exchange rate.  The volatility change is very noticeable in the early 70’s with the move to floating exchange rates.  As indicated in the figure, the high volatility has been followed by a string of new financial contracts based on the exchange rates of leading currencies.

Figure 2: Month-End German Deutsche Mark/U.S. Dollar Exchange Rates
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Source:  Smithson et al. (1995)


Banks that were engaged in facilitation of international trading, or had foreign clients, suddenly faced new,  and unfamiliar uncertainties.  New instruments and new techniques had to be introduced.  Futures and forward contracts were first introduced by exchanges and banks, and soon after, FX options.  The Mercantile Exchange in Chicago created the International Monetary Market (IMM), specializing in FX futures, and options on futures on the major currencies. A short time later the Chicago Board Option Exchange (CBOE) and the Philadelphia Stock Exchange introduced options on spot exchange rates.  Banks joined the trend by offering over-the-counter (OTC) forward contracts and options on exchange rates to their customers.  All these new instruments were intended to help banks and their customers to manage the risks associated with future volatility of exchange rates. (Some of the tools for hedging market risks, including foreign currency risks, are described in Chapter 6).


The increased inflation and the floating exchange rates soon affected interest rates.  From the early 70’s we observe a growing volatility of interest rates and bond prices.  This volatility increased substantially once the Federal Reserve Bank (Fed) under chairman Volcker, in the early 80’s decided to use the money supply as a major policy tool, rather than interest rates.  Now interest rates reacted to changes in the money supply with no interference from the Fed.


Figure 3 shows the changes in interest rates as measured by the percent changes in the yield of U.S. Treasury with constant five year to maturity.  The figure describes also the various financial contracts on interest rates or bond prices that have been introduced since 1975.

Figure 3
Percentage changes in Yields on 5-Year US Treasury Bonds.
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Source:  Smithson et al. (1995)


The market response to the increased interest rate volatility was to create new instruments to trade these risks.  New options on T-Bills, T-Notes and long term government bonds as well as futures on synthetic government bonds were offered by exchanges, and a multitude of additional interest-sensitive instruments were proposed by banks and other financial intermediaries.


Initially, futures contracts were introduced.  The first traded futures on the GNMA appeared in October 1975 on the Chicago Board of Trade (CBOT).  The Chicago Mercantile Exchange (CME) added on January 1976 futures on T-bills and in 1981 on Eurodollars.  The CBOT introduced futures on T-Bonds in August 1977, and on T-Notes in May 1982.


In the second stage options on fixed income securities were introduced in October 1982, when the CBOT started trading options on T-Bond futures.  The Chicago Board Options Exchange (CBOE) introduced in the same month options on T-Bonds.  Then, the CME joined by introducing options on Eurodollar futures in March 1985, and on T-Bill futures on April 1986.


Banks came up with their own interest-rate derivatives by introducing, in 1982, interest rate swaps.  In early 1983 they added to their arsenal forward rate agreements (FRAs).  Since then both commercial banks and investment banks introduced a huge number of derivatives, competing with traded derivatives as well as complementing them. 

Figure 4 depicts the evolution of risk-management techniques over a period of twenty years, starting in 1972.  Some of the products are exchange traded, while most of the products are over-the-counter (OTC) or inter-bank products.

Figure 4: The Evolution of Risk - Management Techniques
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Source:  The Economist, April 10th, 1993


The huge expansion in derivative products on a global basis led to the creation of new exchanges in many countries, specializing in trading derivatives.  Exchange traded derivatives helped in promoting new, more complex, OTC products, and in encouraging additional financial institutions to participate in these markets.


In April 1995 the BIS coordinated a survey of derivative markets among 26 central banks of the most developed countries.  The survey contained data on notional amounts outstanding in each of the participating countries, turnover data and market values.  This survey is repeated every quarter.  Table 1 shows the notional amounts and market values of outstanding OTC derivative contracts, globally and for the U.S., at the end of December 1998, compared to the values at the end of March 1995.


The global market of OTC derivatives amounted in 1995 to over 47 trillion dollars, of which 12 trillion dollars were booked in the U.S
.  The global market increased by almost 80% and reached over 80 trillion dollars by the end of 1998.  Interest rate derivatives reached 26 trillion dollars in March 1995, almost 70 percent of this sum was in swaps.  This number almost doubled to 50 trillion dollars by the end of 1998.  Foreign exchange (FX) derivatives reached over 13 trillion dollars in 1995, and 18 trillion dollars in 1998, mainly in forward contracts.  The OTC market for equity derivatives stays relatively small, and especially so in the U.S.

Table 1
The global over-the-counter (OTC) Derivative markets1
Positions at end-December 1998, in billions of US dollars

End-December 1998
Memorandum items:

Positions at end-March 19952


Notional amounts
Gross market values
Notional amounts3
Gross market values3

A.  Foreign exchange contracts
18,011
786
13,095
1,048

        Outright forwards and forex swaps
12,063
491
8,699
622

        Currency swaps
2,253
200
1,957
346

        Options
3,695
96
2,379
71







B.  Interest rate contracts4
50,015
1,675
26,645
647

        FRAs
5,756
15
4,597
18

        Swaps
36,262
1,509
18,283
562

        Options
7,997
152
3,548
60







C.  Equity-linked contracts
1,488
236
579
50

        Forwards and swaps
146
44
52
7

        Options
1,342
192
527
43







D.  Commodity contracts5
415
43
318
28

        Gold
182
13
147
10

        Other
233
30
171
18

          Forwards and swaps
137
..
120
13

          Options
97
..
51
5







E.  Estimated gaps in reporting
10,371
490
6,893
432







Grand Total
80,300
3,230
47,530
2,205

Gross Credit Exposure6

1,329









Memorandum items:





        Exchange-traded contracts7
13,549

10,310








1All figures are adjusted for double-counting.  Notional amounts outstanding have been adjusted by halving positions vis-à-vis other  reporting dealers.  Gross market values have been calculated as the sum of the total gross positive market value of contracts and the absolute value of the gross negative market value of contracts with non-reporting counterparties.

2In addition to changes in reporting months, differences in the reporting basis (locational reporting in 1995; worldwide consolidated reporting in 1998) and in the number of participating countries (26 in 1995; Group of Ten countries in 1998) mean that the two surveys are not really comparable.

3Data for outright forwards and forex swaps are incomplete because they do not include outstanding positions of reporting dealers in the United Kingdom.  Data for total foreign exchange and interest rate contracts include “other” products which are not show separately.

4Single-currency contracts only.

5Adjustments for double-counting at end-June 1998 have been estimated using the results of the 1995 Triennial Central Bank Survey of Foreign Exchange and Derivatives Market Activity.

6Gross market values after taking into account legally enforceable bilateral netting agreements.

7Sources: Futures Industry Association and various futures and options exchanges.

Source: BIS 


The notional amount of a derivative contract may provide a wrong indicator of its economic value.  For example, a deep out of the money option may have a high notional value and a very small and negligible price, or economic value.  Aggregation over options that are deep-out and deep-in the money provides misleading statistics.  The second and fourth columns of Table 1, therefore, provide estimates of the market value of OTC derivatives.  The total market value on a global basis of OTC products was, for March 1995, 2.20 trillion dollars, and 3.23 trillion dollars at the end of 1998.  Exchange traded contracts had gross market value of 1.33 trillion dollars on December 1998.


Table 2, part A and Part B show respectively the breakdown of the global OTC foreign exchange and interest rate derivatives market.  The survey results for the end of December 1998 are compared to the survey results six months earlier.  In the FX OTC market more than 80 percent of the contracts are shorter than one year.  The dominant currency is the US dollar.  For interest rate products the majority of the contracts are for terms between one and five years, and approximately 20 percent are for terms longer than five years.  The dollar is still the most prominent currency but it accounts for about one-quarter of the interest rate contracts only.

Table 2

Part A: The global OTC foreign exchange derivatives markets1,2
Amounts outstanding in billions of US dollars


End-June 1998
End-December 1998


Notional amounts
Gross market values
Notional amounts
Gross market values

Total contracts
18,719
799
18,011
786

with other reporting dealers
7,406
314
7,284
336

with other financial institutions
7,048
299
7,440
297

with non-financial customers


4,264
186
3,288
153

up to one year3
16,292
..
15,795
..

between one and five years3
1,832
..
1,624
..

over five years3


595
..
592
..

US dollar
16,167
747
15,810
698

Deutsche mark
4,685
109
4,505
115

Japanese yen
5,579
351
5,319
370

Pound sterling
2,391
55
2,612
62

French franc
1,418
36
1,241
40

Swiss franc
1,104
35
937
30

Italian lira
1,051
24
822
35

Other
5,043
241
4,777
222

Memorandum item:





Exchange-traded contracts4
103
..
57
..

1See footnote 1 to Table 1.  2Counting both currency sides of every foreign exchange transaction means that the currency breakdown sums to 200% of the aggregate.  3Residual maturity.  4See footnote 6 to Table 1.

Part B: The global OTC interest rate derivatives markets1
Amounts outstanding in billions of US dollars


End-June 1998
End-December 1998


Notional amounts
Gross market values
Notional amounts
Gross market values

Total contracts
42,368
1,160
50,015
1,675

with other reporting dealers
18,244
4,63
24,442
748

with other financial institutions
18,694
515
19,790
683

with non-financial customers


5,430
182
5,783
244

up to one year2
17,423
..
18,185
..

between one and five years2
16,805
..
21,410
..

over five years2


8,141
..
10,420
..

US dollar
13,214
311
13,762
370

Deutsche mark
6,483
191
9,222
362

Japanese yen
7,164
194
9,763
212

Pound sterling
3,288
58
3,911
130

French franc
3,196
106
3,576
177

Swiss franc
1,055
19
1,320
31

Italian lira
2,082
116
2,130
169

Other
5,887
164
6,331
224

Memorandum item:





Exchange-traded contracts3
13,107
..
12,305
..

1See footnote 1 to Table 1.  2Residual maturity.  3See footnote 6 to Table 1.

Source: BIS “Central Bank Surevy of Foreign Exchange and Derivatives Market Activity. 1998”, Basle, May 1999.

The outstanding notional amount of derivatives is not necessarily correlated with the intensity of trading.  Table 3 provides data on the average daily turnover in notional amounts for FX and interest rate derivatives, comparing the positions on April 1995 to the positions on April 1998.

Table 3

Global turnover in OTC derivatives markets

Daily averages in billions of US dollars


Total
Foreign exchange1
Interest rates2


April 1995
April 1998
April 1995
April 1998
April 1995
April 1998

Total reported gross turnover
1,368
1,990
1,114
1,576
254
415

Adjustment for local double-counting3
-206
-306
-161
-235
-45
-71

Total reported turnover net of local double-counting (“net-gross”)
1,162
1,684
953
1,341
209
344

Adjustment for cross-border double-counting3
-323
-457
-265
-380
-58
-78

Total reported “net-net” turnover
839
1,226
688
961
151
265

with reporting dealers
529
764
427
615
102
150

local
207
306
162
235
45
71

cross-boarder
322
457
265
380
57
78

with other financial institutions
181
267
149
178
32
89

local
90
125
74
80
16
46

cross-border
91
142
75
99
16
44

with non-financial customers
129
195
111
168
17
27

local
88
127
76
110
12
16

cross-boarder
41
68
35
58
5
10

Estimated gaps in reporting4
41
39
32
29
9
10

Estimated global turnover
889
1,265
720
990
160
275

Memorandum item:







Exchange-traded products5
1,222
1,373
17
12
1,205
1,361

1Including outright forwards and foreign exchange swaps.  2Single-currency contracts only.  3Made by halving positions vis-à-vis other local reporting dealers and other reporting dealers abroad respectively.  4Estimates have been prepared for less than full coverage of derivatives market activity in the reporting countries.  5Sources: Futures Industry Associations; various futures and options exchanges.

Source: BIS, “Central Bank Survey of Foreign Exchange and Derivatives Market Activity - 1998”, Basle, may 1999.


Of the 961 billion dollars of daily OTC turnover in FX derivatives, in April 1998, 699 billion dollars were in FX swaps and 106 billion dollars in forward contracts.  Almost 90% of the FX contracts are in US dollars against other currencies.  The breakdown of daily turnover of interest rate derivatives between exchange-traded and OTC-traded shows that 1368 billion dollars were traded on exchanges in April 1998 and only 275 billion dollars in the OTC markets.  The situation is completely difference with FX contract where most daily trading is OTC based.


It is also interesting to note that non-financial firms are engaged in daily volume of 168 billion dollars in FX products and only 27 billion dollars in interest rate products.  Undoubtedly, the exposure to FX risk is a more important factor to non-bank corporations.


The 70’s and 80’s witnessed growing competition in the banking industry.  The rapid changes in global markets and the creation of large multinational corporations on the one hand, and the technological changes in computerized information systems on the other hand, increased the incentives to merge banks to exploit economies of scale and to be able to serve the changing needs of the clients.  At the background to this process we find the regulatory bodies, willing to allow more competition on a global scale.  Foreign banks were allowed to operate in local markets, directly and by acquiring local banks.  HongKong and Shanghai Bank, for example, was allowed to purchase Marine Midland Bank in the U.S. and Midland Bank in England, and Deutsche Bank to purchase Bankers Trust.


Concurrently, financial intermediaries are allowed to compete with banks.  As a result we find brokerage houses establishing Money Market Funds issuing cheque books to customers (with some restrictions compared to banks’ cheque books such as a minimal amount for each cheque).  Banks are also allowed to enter financial intermediation activities that were not permitted in the past, such as underwriting bond issues.


The increased competition, both in local markets and in international markets exposes banks to new risks.  Banks, as pointed out earlier, are pushed by market forces to extend loan maturities and serve lower quality clients than before.  High quality clients use many financial intermediaries including exchanges to raise funds and hedge risks, and are willing to pay much less for these services.  The competition on products, services, and prices forces banks to adjust and consider the trade-offs between risk and return.


Currently banks are major players in derivatives trading.  Table 4 shows the revenues generated by the top eight commercial banks and other 496 commercial banks dealing with derivatives for the first quarter of 1997.  The first column of the table shows the notional value of derivatives activity, which amounted to over 20 trillion dollars. The derivatives activity of U.S. financial institutions more than doubled since March 1995.

Table 4
Trading revenues from cash instruments and off-balance-sheet derivatives: March 31, 1997


TRADING REVENUES ($ million)


Notional value of derivatives activity
Interest rate positions
Foreign exchange positions
Equity positions
Commodities and other positions
Total cash and off-balance-sheet revenue

Chase Manhattan
6,357,063
168
155
12
41
375

JP Morgan
5,216,959
552
-33
67
3
590

Citibank
2,540,614
219
224
114
0
557

Bankers Trust
1,951,705
149
43
36
25
253

Bank of America
1,672,667
100
48
0
-5
143

NationsBank
1,370,518
37
18
13
13
21

First National Bank of Chicago
1,091,173
-9
14
6
1
72

Republic Nat. Bank of New York
331,346
15
27
-9
10
43

Top 8 commercial banks

with derivatives
20,532,045
1,231
495
239
88
2,054

Other 496 commercial banks

with derivatives
1,335,619
118
195
7
9
329

Total amounts for all 584

banks with derivatives
21,867,664
1,350
690
246
97
2,383

Data are preliminary; revenue figures are for first quarter (not year-to-date)

Currently the report does not include trading revenues from credit derivatives.  Credit derivatives have been excluded from the sum of total derivatives here.

Trading revenue is defined here as “trading revenue from cash instruments and off-balance-sheet derivative instruments”

Before first-quarter 1995, total derivatives included spot foreign exchange.  Beginning in first-quarter 1995, spot foreign exchange was reported separately.

Numbers may not add up due to rounding.                                                                                                   Source: Office of the Comptroller of the Currency. 



Source: Risk, August 1997.


It is interesting to note that Chase Manhattan Bank for example, had income from derivatives of 121 million dollars in 1992 and 201 million dollars in 1993, compared to 375 million dollars for the first quarter of 1997.  For JP Morgan the numbers for 1992 and 1993 are, respectively, 333 and 797 million dollars compared to 590 million dollars for the first quarter of 1997.  In notional amounts JP Morgan expanded its activity from $1654 billion on December 31, 1993 to 5217 billion on March 31, 1997.


Table 5 provides information on the annual growth of derivative products, in notional and Gross Replacement Value (GRV) amounts for four leading American banks from 1992 to 1996.  The numbers emphasize the growing importance of derivatives in banking activities as well as in financial markets.  It is interesting to note that the notional amount of derivatives has increased steadily while the GRV is not fully correlated to the growth of the notional amount, due mainly to the hedging strategy used by each bank.  For example, the notional amount and GRV of JP Morgan derivative book have increased by a ratio of 3.69 and 2.82, respectively, over the 5 year period.

Table 5
Notional Amounts of Derivatives of Leading Banks and Their Gross Replacement Values 

(GRV), 1992 - 1996 ($ billions)

1992(1)
1993(1)
1994(2)
1995(3)
1996(3)

Banks
Notional
GRV(4)
Notional
GRV
Notional
GRV
Notional
GRV
Notional
GRV

Chase Manhattan
841
18.0
925
14.5
1293
14.5
4834
ng(5)
5712
ng

Chemical
1621
23.0
2479
24.2
3182
18.0





CitiCorp
1539
29.5
1975
23.5
2665
27.5
2376
16.1
2522
17.5

JP Morgan
1278
22.0
1654
30.7
2972
31.1
3447
16.1
4716
62.4

(1) Risk 7(9) Sept. 94, p.93

(2) Risk 8(10) Oct. 95, p.26

(3) Risk 10(9) Sept. 97, p.39

(4) GRV = Gross Replacement Value is the sum of positive replacement value or gross market value.

(5) ng = not given


The same trend of mergers and globalization is also evident among non-bank corporations.  A recent merger of Chrysler from the US with Daimler-Benz from Germany, or Ford expansion into Europe and Japan through purchasing local manufacturers, illustrate this trend.  We find major technological leaders such as Microsoft and IBM becoming global giants, but also smaller technological companies becoming international.  The globalization process exposes banks and other corporations to greater exposure to foreign currency and interest rates risks.

3.
The Regulatory Environment


The crash of 1929 and the economic crisis that followed led to major changes in bank regulation in the U.S.  The focus of the regulation was on what is termed today “systemic risk”  i.e. the risk of a collapse of the banking industry, nation-wide, or region-wide.  In a series of acts and laws, the government tried to increase the stability of the banking system in order to avoid other economic crises.  The idea was to prevent the “domino effect” of a failing bank on other banks.  At the same time the safety of bank’s depositors was enhanced by establishing in 1933 the Federal Deposit Insurance Corporation (FDIC).  A third class of acts defined the playing field for commercial banks: they were restricted from dealing with equity, and underwriting securities.  The famous Glass-Stegall Act of 1933 effectively separated commercial banking and investment banking activities.  The 1956 Bank Holding Company Act and the Amendments to the Act from 1970 limited the permissible acquisitions of non-banking activities by commercial banks.  The idea was to reduce the risks to which banks are exposed to, that stem from non-banking activities.  It was felt that expansion of banks to risky unrelated activities, while it may reduce overall risks through diversification, can introduce idiosyncratic risk, or specific risk, which can adversely affect the soundness of the banking system.


A major change in regulation philosophy came in 1980 with the Depository Institutions Deregulation and Monetary Control Act (DIDMCA).  This Act was an important step in deregulating banks, and liberalizing the economic environment in which they operate.  The Act started a six year phase-out period for the old regulation, Regulation Q, which put a ceiling on interest rate on small time and savings deposits.  It allowed commercial banks to pay interest on accounts with withdrawal rights, the NOW accounts.  This trend continued with the 1982 Garn-St. Germain Depository Institution Act (DIA) allowing banks to offer money market deposit accounts and super-NOW accounts, bearing interest but with limited check-writing privileges.  It opened up the banking industry to further competition from federally chartered thrifts.  It allowed commercial banks to expand by buying failed savings banks.


The end of the 70’s and beginning of the 80’s saw a substantial increase in the number of failing commercial, and especially savings banks.  The major reason was an economic squeeze on banks with sizable fixed-rate loan portfolios, financed by short term sources in an inflationary environment with rising interest rates.  The banks were exposed to a risk they did not hedge, whether because they were not familiar with the risk-shifting mechanism provided by derivatives, or, their charter prevented them from doing so.  Regulation Q, before it was changed, drove small depositors away from the banks to market traded instruments such as T-bills, CD notes, and later-on to money market deposits and NOW accounts.


The regulators, realizing with delays the added risks to banks stemming from the fast changing economic environment in local markets due to increased competition from other local financial institutions and for foreign banks, reacted by changing regulation while trying to assure the stability of the system.  It all led in the mid-80’s to rethinking the nature of banking activities and risk management techniques.


Interestingly enough, the demand to implement risk management systems primarily came from the regulators.  In the mid-80’s the Bank of England and the Federal Reserve Board became concerned with the growing exposure of banks to off-balance sheet claims, coupled with problem loans to third-world countries.  Also the regulators in England and the U.S. were under pressure from international banks with headquarters in the two countries, that complained about unfair competition from foreign banks, especially from Japan and the Far East.  Japanese banks were subject to much more lenient regulations, and especially to no formal capital requirements.


The basic ideas of the Bank of England and the Federal Reverse Bank were, first to strengthen the banks by requiring more capital against risky assets, and second, to create a “level playing field” for all banks operating in England and the U.S.  As far as capital requirements were concerned, the approach was to demand more capital than before, at least 8% against risk-weighted assets.  In addition, the initial idea was to translate each off-balance sheet claim to an equivalent on-balance sheet item, so that capital can be assessed against derivatives positions.


The idea was to demand the same capital standard, and the same procedures from all international banks.  Hence, the Federal Reserve Board and the Bank of England assigned to the BIS, located in Basle, Switzerland, the job of studying the positions of banks world-wide, planning the details, and proposing to the regulating bodies common procedures. 


The BIS continued the process initiated by the Federal Reserve Bank and the Bank of England, sending drafts of proposals to the banks and asking for their comments and suggestions.  It was clear at the outset that the task was very complicated and would require a heavy investment and strong commitment by all banks.  It was the explicit intention of the BIS that the interim proposal would be adopted, tested, and later on changed, based on the accumulated experience.  It has been viewed as an ongoing dialogue process between the BIS and commercial banks all over the world, with the active involvement of local central banks and local controllers of the banks. 


The initial 1988 BIS Accord and the amendments to the accord are introduced in Chapter 2 and described in detail in Chapter 3.  As can be seen in Chapter 2, while the regulatory bodies started the process and set-up the initial rules, they have accepted a growing role by the banks in setting up their own internal risk management systems based on their internal models.  Once the momentum had started, and principles were set and course defined, the role of the regulators has shifted to controlling the banks’ risk management systems.


We do not claim that the systems proposed (or imposed) by the BIS are best practice.  Nevertheless, the role of the BIS in forcing the banks to quantify risks, evaluate risks, price risks and monitor risks is invaluable.  Further, the trend of regulators is to apply a two-tier approach, where more sophisticated financial institutions will be able to use their own internal models in lieu of a standardized approach.  The two-tier approach should be encouraged since it provides motivation to improve the risk management system toward full integration of various systems and concepts.


The Group of 30 (G30) provides the first industry lead comprehensive effort to broaden awareness of the more advanced risk management approach.  The G30 provides practical guidance in the form of 20 recommendations addressed to dealers and end-users alike in terms of managing one’s derivatives activity.  We discuss those recommendations in more detail in Chapter 2.

4.
The Academic Background and Technological Changes


Risk management cannot be defined, and well understood independently of the academic work done since the early 50’s.  Moreover, the major deficiency of most risk management systems and policy proposals is that they often lack the theoretical foundations and the required consistency.  It is impossible to defend an ad-hoc risk management system against a completely arbitrary system.


It should be made clear at the outset that theoretical work is based on many simplifying assumptions, making the economy look well defined and manageable.  Implementation of theoretical work, however, is not always straightforward.  Real life is much more complicated and composed of many details which the model cannot, and maybe should not, accommodate.  An economic activity is a result of an interplay of many variables, taking place in a constantly changing and noisy environment.


The importance of theoretical work and model building is mainly to simplify complicated structures and to highlight the most important factors.   A model should provide a consistent framework to analyze and understand the economic activity.  Therefore, a good model is one that can separate out the major explanatory variables from the noisy background.


Milton Friedman in his seminal article “The Methodology of Positive Economics” (1953) emphasizes that a model can be only evaluated based on its predictive power and not based on the assumptions employed, or on whether the model is sufficiently complicated to capture all the real life details.  The model can be therefore simple and still successful if it can help in predicting the future and improve the efficiency of the decision making process.


The word “risk” has many meanings and connotations.  It is widely used by professional traders, risk managers, as well as the public.  Many articles in newspapers and magazines talk about risky and choppy markets.  They warn their readers from investing “too much” in “risky assets”, and they wonder whether financial markets have become too risky and volatile.


What is meant by risk, or volatility?  What are the effects of jumpy or wide swings in the markets?  Why are regulators so concerned about volatility that they try to impose restrictions on risk-taking by financial institutions?


Risk has so many facets that a proliferation of names has emerged to describe the various risks: “business risk”, “financial risk”, “market risk”,  “liquidity risk”, “default risk”, “systematic risk”, “specific risk”, “residual risk”, “credit risk”, “counter-party risk”, “operations risk”, “settlement risk”, “country risk”, “portfolio risk”, “systemic risk”, “legal risk”, “reputational risk”, and more.


The foundations of modern risk analysis are, undoubtedly, contained in Markowitz’s (1952) paper on the principles for portfolio selection.  Markowitz showed that a rational investor, i.e. an investor who behaves in a consistent way with Von Neuman-Morgenstern’s expected utility maximization, should analyze alternative portfolios based on their mean and variance of the rates of return.  Markowitz makes two additional assumptions; first, that capital markets are perfect,
 and, second, that the distribution of the rates of return is normally distributed.


Since the utility choices of a consumer can be expressed in terms of two parameters only: mean and variance, therefore portfolios of investments can be presented for selection based only on these two parameters. The two-parameter presentation, while valid for well diversified portfolios, does not apply to individual securities.  A security should be evaluated only in the context of the portfolio of investments to which it belongs, through its contribution to the mean and variance of the portfolio.  More specifically, the risk of a single investment should be measured by the covariability of its rate of return with the rate of return of the portfolio.
 
  


The conclusion from Markowitz’s analysis is that the risk of a single security should not be measured by its volatility as measured by the variance of the rates of return.  The variance measures the potential dispersion of future rates of return, but this is not a relevant risk measure.  The intuitive reason for this claim is that most of the “risk” due to volatile return can easily be diversified away, and eliminated at no cost.  The specific risk, or idiosyncratic risk of a security, should not be priced in the market-place if it can easily be offset against the returns of other securities.


Sharpe (1964) and Lintner (1965) took the portfolio approach one step further by adding the assumption that a risk-free asset exists.  They show that financial markets are in equilibrium when all investors hold a combination of a riskless asset and the market portfolio of all risky assets in the economy.  Therefore, prices of risky assets are determined in such a way that they are included in the market portfolio.  They show that in order to be in the market portfolio, a risky asset must be priced based on its relative contribution to the total risk of the market portfolio, as measured by the variance of its rate of return distribution, 
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where 
R​i and RM are the rates of return on asset i and the market portfolio, respectively, 
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  is the correlation coefficient between i and M.  This ratio is called beta of asset i (( i ).  It measures the systematic risk of the asset, i.e. the risk that cannot be diversified away.
  


The relative contribution is measured by the ratio between the covariance of the rate of return of the asset, and the rate of return of the market portfolio, and the variance of the market portfolio.  It should be noted that the weighted sum of all the covariances is equal to, 
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Here xi denotes the relative weight of security i in the market portfolio, N is the number of assets in the market portfolio, and 
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The beta risk measures the relative co-movements of security i for which investors should be compensated.


Sharpe (1964) and Lintner (1965) proved that the expected rate of return on security, i, under the above assumptions, is given by the following equation:
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where 
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 is the expected value operator, and R denotes the rate of return on the riskless bond over the same holding period as the asset.  The term in brackets measures the risk premium in the market for a unit of beta risk.  The product of (i  and 
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If we rewrite the equation above in terms of 
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.  Accordingly, the excess expected return above the risk-free rate is a function of the systematic component of risk, 
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Concurrently, most investment banks and brokerage firms calculate the beta of individual securities as well as their volatility, or total risk as measured by (​​i.  The beta is estimated from the regression equation
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where Rit and RMt are the rates of return measured between time t and t-1 for security i and an index representing the “market portfolio of risky assets” respectively, R is the short-term riskless interest rate, (it is the residual value, and ai  and bi are the two regression parameters, with bi  being the statistical estimate of (i .


It should be noted that the original model, known as the “Capital Asset Pricing Model” (CAPM) was proved and tested in discrete time, for example, for a one-year or one-month horizon.  Merton (1972) has shown that the CAPM can also be derived in a continuous time framework, under the assumptions that trades can be executed at any time and the return generating process for stock prices is a smooth, like a diffusion process, with no jumps in prices.


The next important development is the publication in 1973 of the two seminal papers by Black and Scholes, and Merton, on the pricing of options.  The framework is similar to the one used by Markowitz, Sharpe and Lintner, namely, assuming perfect capital markets and that security prices are log-normally distributed.  Both Black and Scholes (1973) and Merton (1973) add the assumptions that trading in all securities is continuous and that the distribution of the rates of return are stationary.  The Black-Scholes (B&S) option pricing model (OPM) for European call options on stocks (without dividends) is given by:


[image: image23.wmf]




[image: image24.wmf]

EMBED Equation.3[image: image25.wmf] C 

=

 S N(d

1

)

(

)

-

-

Ke

N

d

r

t

2






(4)

where C is the premium on a European call option, S is the price of the underlying security, K is the exercise or strike price, r is the riskless instantaneous interest rate
, ( is the time period to the maturity of the option, 
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and ( is the standard deviation of the rate of return distribution of the underlying security, ln is the natural logarithm operator, and e is the exponent operation (e = 2.714...).  For example, a one-year 
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 when the annual interest rate is 10%, should be worth, based on Black Scholes model, $13.


The pricing model for a European put option can easily be derived from the call value by using the Put-Call Parity relationship: 
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where P is the premium on a European put.  The B&S model for a European put is therefore:
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Continuing our numerical example, the price of an at-the-money put should be 3.90.

The risk of the underlying security, which determines the premium on the option and its risk, is measured by its volatility, (.  An increase in the volatility of the underlying stock, with all other parameters being unchanged, causes an increase in the option’s premium.  It can be shown that the instantaneous volatility of the option is given by
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where (i  and (i,s are, respectively, the instantaneous standard deviation of derivative i and the elasticity of the derivative i with respect to the underlying asset, S, and subscript c stands for a call and p for a put.  For a call option the elasticity is
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and for a put
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Continuing with our example, since 

 and 

 therefore 
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 (or 145%).  In a similar way the systematic risk of a call ((c) and a put ((p) is given by:
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 is the systematic risk of the underlying asset.   If we assume that the underlying asset has a beta of 1, then the instantaneous beta of the call is 5.53, and -7.23 for the put.  By adding the put to the portfolio of securities with positive beta risk, the systematic risk of the portfolio is reduced, while adding calls increases the beta of the portfolio.  It should be noted that 
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 are the hedge ratios, known also as the “delta” of the option, of a call and of a put, respectively.  The hedge ratio measures the change in the value of an option resulting from a small change, say a dollar, in the price of the underlying security.  The hedge ratio shows how the risk of the underlying security over a very short time interval can be hedged dynamically with derivatives assets. A fully hedged position over an arbitrarily small interval of time is often termed as “delta-neutral”.


In order to complete the basic background to modern risk management, the work of Modigliani-Miller (M&M) should be summarized.
  They showed that in a perfect capital market, with no corporate and income taxes, the capital structure of a firm has no effect on the value of the firm.   More debt issued by the corporation is not going to increase its value, despite the fact that the expected cost of debt is lower than the expected cost of equity.  Greater leverage means more financial risk to the equity holders, for which they will be compensated by higher rates of return.  Management should therefore concentrate on finding appropriate investments that should increase the value of the firm.  The cost of capital of the firm, which is equal to the weighted cost of equity and debts, should be used as the marginal “hurdle rate” in evaluating new investments.


It is not surprising that all the major contributions summarized above were recognized by awarding their authors with the Nobel Prize.  These fundamental results will accompany us throughout this book, providing an essential framework for risk analysis and evaluation.  An integrated approach is presented in Chapter 9 which combines the OPM of B&S with CAPM in M&M’s framework, in order to evaluate credit risk and default risk, two important elements in the VaR analysis.  In order to understand the BIS recommendations, one has to understand Markowitz’s approach, and the importance of measuring the correlation coefficients among different banks’ claims to assess the portfolio diversification effect.  The reader, unfamiliar with the work of Markowitz, Sharpe, Lintner, Modigliani and Miller, or Black and Scholes is advised to use one of the leading text books.  This book assumes that the reader is already familiar with the basic concepts summarized above.


There are two necessary prerequisites for any risk management system: first, reliable, broad and up-to-date positions and financial rates data bases must be in place, and second, statistical tools and procedures should be available to analyze the data.  Managing risk requires, therefore, huge computer resources to collect data from external and internal sources, and to process all the necessary information to measure risk accurately.


Global banks and corporations are engaged in many transactions each day, and may carry millions of open positions in their books.  All these positions have to be evaluated periodically, usually on a daily basis for international banks, to assess the net risk exposure of the bank, related to both credit risk and market risk, in order to accommodate the BIS capital requirements.  Each bank must collect the information from all its activities, from a multiple of legacy systems with different data structures from all branches and businesses worldwide.  The data collected must be as accurate as possible, while minimizing omissions.  In addition, market data history for interest rates, foreign exchange rates, commodities, equities and other associated derivatives, should be collected and analyzed in order to estimate volatilities and correlations of major risk factors, as key inputs in the pricing models used in assessing the risk of various financial claims.


Measuring risk is based on statistical procedures, since the inference is on the shape and behavior of the rates of return’ s distributions of financial claims.  Chapter 12 summarizes some of the major tools used in practice, or based on research by academia to improve the statistical estimation.  In the last decade, in reaction to the evidence that volatility may be nonstationary, researchers suggested to use procedures such as ARCH, GARCH, or other extensions.

5.
Accounting systems vs Risk Management systems


The traditional accounting approach is one dimensional: only ex post profits (or losses) are calculated and analyzed; future uncertainty is not measured at all.  The accounting system focuses on allocating past profits among profit centers.  It helps managers understand how revenues were generated, and at what expense, and what are the resulting margins.


Banks have traditionally derived their profits primarily from two major sources: providing loans and providing intermediation services.  Since (OTC) products were introduced in the 80’s, banks have added a third source of profitability with their off-balance sheet activity.  One should note that General Accepted Accounting Principles (GARP) could not easily accommodate derivatives.  Accordingly derivatives activity appears in the footnotes to the balance sheet.  However, the size of off-balance sheet claims as measured in notional amounts in major banks is larger than the on-balance sheet assets.   The same accounting problems affect non-bank corporations, which are engaged in derivative trading.


As a result banks’ managers and analysts find it more difficult to analyze financial reports since they are less relevant due to their lack of complete information.  A major component of banks’ profitability over the last decade does not appear in a consistent way in the financial reports.  The same difficulty is faced by regulators and rating agencies trying to determine the riskiness of bank activities.  Shareholders also find it cumbersome to analyze the profitability of a bank, where it stems from, at what cost, and how much risk is assumed by the bank.  The risks exposure of non-bank corporations is also unclear from their financial reports.

Table 2
Measuring problem loans for Japanese banks under the old and new system of reporting 
(for March 31, 1998, in billions of Yen)

BANK
OLD
NEW
% CHANGE

Dai-Ichi Kangyo Bank
1,185
1,471
24%

Sumitomo Bank
1,005
1,469
46%

Fuji Bank
1,218
1,629
39%

Sakura Bank
1,140
1,475
29%

Sanwa Bank
873
1,288
47%

Bank of Tokyo Mitsubishi
1,389
2,250
62%

Daiwa Bank
673
958
42%

Tokai Bank
866
1,222
41%

Asahi Bank
704
995
41%

Total
9,053
12,757
41%





Source:  Goldman, Sachs


A scary illustration of the problems with accounting reporting is provided in Table 6, which appeared in the Wall Street Journal in the June 19-20, 1998 issue. The Table shows the problem loans of Japanese banks as of March 31, 1998 under the conventional accounting practices in Japan compared to the new proposed standard of measurement.  For the largest nine banks in Japan, the average difference in the reported figures is 42%, ranging between 29% to 62%.


The basic idea behind risk management is to create a new reporting system, based on generally accepted risk principles that should be both forward looking, and two-dimensional, that can help managers and regulators analyze and understand the operations of financial institutions.  The added dimension is risk, or uncertainty, concerning future profitability (or potential losses) from different banking activities.


Any risk management system will have to compromise: it will have to trade-off utmost accuracy and sophistication with applicability and aggregation.  Like in any managerial reporting system, there is a trade-off between detailed and more accurate information, on a per item basis, and the need of management to get more aggregated information, summarizing the general position of the business.


One of the major problems in aggregation arises when the factors are non-linear, or non-additive.  For example, the systematic risk (or beta risk) is additive over the securities in a given portfolio, but the specific risk, measured by the standard derivation of the residual return, is non-additive.  In other words, the standard deviation of a portfolio is not the sum of the standard deviations of the securities in the portfolio.  Therefore, risk aggregation can be quite complicated and requires the estimation of many parameters, especially the correlations among all pairs of securities.


The management of banks requires new procedures to report activities, to allow intelligent analysis of past results, and to base rational decisions upon.  Existing accounting procedures cannot provide the needed information.  Hence the need to create a new, two-dimensional system that will be useful without becoming too complex and too expensive.


It is interesting to note again that, in 1986, when the Fed and the Bank of England started to create a new system for banks in Western economies in order to assess the required capital, the starting point was the existing accounting system.  The idea was simply to translate off-balance sheet claims in terms of their on-balance sheet equivalents.  But once massive work was invested in creating the new reporting system, the simplistic approach has changed to a more comprehensive solution that will encompass not only credit risk, as initially planned, but also market risk, and possibly operational risk.  It was realized that a simple translation of each off-balance sheet claim to its on-balance sheet equivalent, and the simple aggregation, can impose a significant cost on banks.  Chapter 2 introduces the initial minimum required regulatory capital procedures suggested by the BIS, and Chapter 4 provides details of the procedures of BIS 1998. which banks were to implement by January 1998.


The regulatory requirement serves to set minimum risk management standards.  The book provides the necessary information to allow banks to go well beyond the minimum requirements toward a practical “best practice” integrated risk management approach.  The risk management systems described herein are a base for better managerial risk control, and better management practices in allocating capital and compensating the bank’s units.

6.
Lessons from Recent Financial Disasters


It was noted above that the major trigger for the initial BIS recommendations was the fierce global competition among large size banks that operated under different regulatory requirements.  The basic idea was to provide more stability to the banking industry world-wide, while allowing fair competition on similar terms, (“leveling the playing field”) regardless of the location of banks headquarters.


The last twenty years have witnessed collapses of major financial institutions.  Regulators and practitioners have analyzed each case in order to learn from the mistakes of the failing institutions.  Bank failures since the 17th century, were due mainly to exposure to bad debts.  Recent bank failures over the last twenty-five years are sometimes explained by over exposure to derivatives.  The media and politicians often claim that banks are exposed to new kinds of risks resulting from the highly levered positions embedded in derivatives.


For example, the failure of Continental Bank in the 80s is often attributed to bad debts, (especially to Latin American clients) which has turned into liquidity crises.  The collapse of Barings Bank in 1995 is due to a huge unauthorized exposure to derivatives.  The crisis in Orange County in 1994 is explained by large positions in interest rate derivatives. The near collapse of Long Term Capital Management (LTCM) in 1998 has highlighted the risks of excessive leverage, and the possibility that problems in one institution spills over the entire financial system when simultaneously market prices fall, liquidity dries out making it nearly impossible to unwind positions in order to satisfy margin calls. 


Most disasters have typically been caused by fraud, excessive leverage, or by a derivative being misused or misunderstood, not its failure to do what it was supposed to do. Moreover, in some of  the best known fiascos, including Orange County and arguably, Barings, derivatives actually played a relative small part, yet, in the popular press at least, got much of the blame. The relevant question is to what extent can risk management systems prevent a crisis.  Can the system send advance warning signals?  And in case of a crisis, can capital requirements reduce the risk of a bankruptcy of the specific financial institution in trouble?  Can the capital requirement diminish the spill-over risk or the “domino effect” risk?


For many years banks concentrated their efforts on assessing credit risk.  Rating agencies, such as Moody’s and Standards and Poor’s, were employed in evaluating large size firms applying for a loan (see Chapter 7).  Internal procedures were developed in major banks, but were lacking in smaller institutions.  Credit risk was evaluated on a case by case basis.  Correlation risk, i.e., the risk associated with cross-dependencies among loans, such as concentration of loans in a certain geographical location or in a given industry, was often ignored.  As a result, American commercial banks suffered large losses to Latin American counterparties in the 80s as a result of the economic crisis in these countries, and eventually led to the collapse of Continental Bank in Chicago.  Crédit Lyonnais suffered huge losses, especially to clients engaged in the real estate business in France, when this sector entered into a slowdown in 1992.


Barings Bank’s case is different from most conventional cases of bank failures.  The downfall of Barings in February 1996 was depicted as being caused by a single trader, Nicholas Leeson, who exposed the bank to huge futures positions, betting mainly on an increase in the value of the Nikkei 225 index.
 One can point to the failure of Barings Bank senior management to recognize that they lacked effective monitoring ability over the trading activities of Leeson.
  When the market declined substantially during the first two months of 1995, the position lost approximately $1.3 billion.  A superficial analysis of the losses would indicate that they were purely trading losses due to market risk.  A deeper analysis would reveal that these losses where due to operational risks (which includes fraud).  The management of operational risk is discussed in detail in Chapter 13.


Recent recommendations of the BIS and internal models developed by banks address issues related to market risk.  J.P. Morgan introduced RiskMetrics, to address market risk, and subsequently addressed credit risk with CreditMetrics (see Chapters 5 and 8 respectively). The objective is to measure the potential for losses due to changes in market prices and rates.  The question posed is the extent of losses to the bank if interest rates, exchange rates, and key indexes would change substantially over a very short time period, say, a day or a week.  The bank is subjected to “stress analysis” to measure its vulnerability to unlikely market scenarios.


A key element in recent risk management systems is correlation risk.  The LTCM failure is only one illustration. The need to consider correlation is very clear in the theoretical models and is also reemphasized by the failures of banks.  A most obvious case of correlation risk across market risk and credit risk is the colossal crisis of Savings and Loans in the U.S. in the 80s.  They were surprised by rising interest rates on short-term deposits, while being locked in long-term fixed-interest loans, and the majority of the loans was to finance real estate properties whose value was negatively correlated to the level of interest rates.


Liquidity risk and how it is affected by excessive leverage and it impacts market and credit risk needs to be incorporated in risk measurement and stress testing models. LTCM discovered too late how negatively correlated its returns were with liquidity. 


Another lesson from the Barings Bank case is the need to establish risk management procedures, where the assessment of risk is done separately and independently from the traders.  Leeson was in charge of trading at the Singapore Branch of Barings Bank, and also in charge of the back-office operation.  This is also the lesson from the Orange County crisis in 1994.  The treasurer of the County borrowed heavily and invested in mortgage-backed securities.  The losses of over $1.6 billion were caused by the rising cost of borrowing.  The County lacked any risk management system, and, had no control over the overall position of the portfolio. As Robert Merton said: “The imbalance between product innovation and infrastructure (the ability to use it) could at times become great enough to jeopardize the functioning of the (financial) system.”


One additional lesson is to carefully study the initial success stories in order to properly evaluate the risks incurred, and, to implement good reporting and monitoring systems.  In both the Orange County and Barings Bank cases, the man in charge showed excellent results, and therefore he was allowed to continue, without proper controls. Managers must remember the cardinal rule of all investment: reward does not come without risk. The reputation of LTCM’s principals with former star traders from Salomon Brothers’ proprietary bond trading desk, and two Nobel price winners, was such that the savviest financial institutions in Wall Street were ready to lend huge amount of money to LTCM without any prior disclosure on the risk of their positions. 


Big profits deserve particular scrutiny: those who control risks should have the same power as those who assume them. Finally, managers should be wary of anything complicated that they don’t fully understand and they should require full disclosure of the risks imbedded in any position.

7.
Typology of Risk Exposure


In Section 4 we summarized the theoretical framework of risk under the assumption that all assets are traded in perfect capital markets. In this section we present a typology of risk exposures from the point of view of the bank’s management, taking into consideration practical issues including the limitations of models and theories, human factors, existence of “frictions” like taxes and transaction costs, limitations on the quality and quantity of information, as well as  the cost of acquiring this information, and more. The terminology presented in Section 4 is used to estimate and quantify, whenever possible, the elements of risk categories presented below.


A broad categorization of the risks faced by a financial institution is given in Figure 5.
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Figure 5
Topology of Risks Faced by a Financial Institution
Financial risks can be divided into market risk, credit risk, liquidity risk, operational risk, legal and regulatory risk, and human factor risk. 


Market risk is the risk that changes in financial market prices and rates will impact the dollar value of the bank’s positions. Market risk for a fund is often measured in relative term to a benchmark index or portfolio, and is referred to as “risk of tracking error”. Market risk also includes basis risk which occurs for hedging portfolios, when the relationship between the prices of a product and its hedging instrument deviates from what is expected. 


The market-VaR methodology which is discussed in Chapter 5 allows to capture the multiple components of market risk, like directional risk, convexity risk, volatility risk, basis risk, etc.  For example, bond prices go down when interest rates rise according to a non-linear relationship. Given a measure of the volatility of market yields, the market risk on a bond portfolio is easily computed. The new 98 BIS Accord separates price risk associated with trading book into a pure market risk component and a specific risk component.  The specific risk component is the idiosyncratic component of the financial transaction. Credit risk is a major piece of the specific risk component. Methods to hedge market risks are discussed in Chapter 6.


Credit risk  is the risk that changes in the credit quality of a counterparty affects the value of the bank’s position. Default is the extreme case when a counterparty is unwilling or unable to fulfill its contractual obligations. Downgrade risk is the risk that a counterparty credit quality declines. Downgrading by a rating agency usually leads to a decline in the market value of the position since pricing is then based on a yield curve with a higher spread above Treasuries. 


Credit risk is only an issue when the position is an asset, i.e. has a positive replacement value. In that instance, if the counterparty defaults the bank looses all, or only part of the market value of the position. The amount that the bank gets back from its counterparty is called the “recovery”. The loss is called “loss given default”. Contrary to coupon bonds or loans, the potential losses on derivatives in case of default is usually much lower than the nominal amount of the deal, and in many cases is only a fraction. When the replacement value is negative, then the counterparty is at risk vis a vis the bank. However, a purely static approach to credit risk for illiquid instruments is not appropriate. Indeed, the replacement value can be negative today and become positive at a later period after market conditions have changed. The proper horizon to appreciate credit risk should be the maturity of the instrument. Therefore, not only the current exposure, measured by the current replacement value, matters, but also the profile of future exposures up to the termination of the deal.  


Chapter 7 discusses the systems for credit rating, both external and internal. Chapters 8, 9 and 10 review the different models to measure credit risk. Chapter 11 reviews the different approaches to mitigate credit risk.


Liquidity risk is twofold with “funding liquidity risk” and “asset liquidity risk”, these two dimensions of liquidity risk being closely inter-related. Funding liquidity risk relates to the ability to raise the necessary cash to roll over debt, to meet cash, margin and collateral requirements of counterparties, and to satisfy capital withdrawals in the case of funds, as for example hedge funds. Asset liquidity risk is the risk of not being able to execute a transaction, at the current prevailing market price, because there is temporarily no interest on the other side of the market. Then, if the transaction cannot be postponed, its execution may lead to a large gap in the price and a substantial loss on the position. This risk is generally very hard to quantify. In current implementations of the market VaR approach liquidity risk is included by measuring the exposure over the period of time, called the “holding period”, necessary to liquidate the position in a distressed market where liquidity dries out.


Asset liquidity risk may impact the ability to manage and hedge market risk as well as the capacity to satisfy any shortfall on the funding side through asset liquidation.


Funding liquidity risk is affected by various factors like the maturity of liabilities, the extent of reliance on secured sources of funding, the terms of financing and counterparty arrangements, including collateral trigger clauses, the existence of capital withdrawal rights, the availability of non-cancellable lines of credit, and the breadth of funding sources, including the ability to access public markets like the commercial paper market. 


Funding can be achieved through cash and cash equivalents, “buying power” and available credit lines. Buying powers refers to the amount a trading counterparty can borrow against assets under stressed market conditions. 


In Chapter 16 on Model Risk we discuss liquidity risk in the context of the LTCM failure in August 1998. We present in Chapter 5 a multiperiod model to incorporate liquidity risk in scenario analysis and in the VaR framework.


Operational risk refers to potential losses resulting from inadequate systems, management failure, faulty controls, fraud, and human errors. Most of the recent large derivatives related losses publicized in the financial press, like the collapse of Barings Bank in 1995, are the direct consequence of operational failures. Derivatives trading is more prone to operational risk than cash transactions because a trader can make very large commitments on behalf of the bank, and generate huge exposures in the future, sometime up to 30 years, with only a small amount of cash when the transaction is executed. This is the very nature of derivatives to be highly levered transactions. Very tight controls are an absolute necessity to avoid large losses. Senior management should be fully involved in setting risk limits and should fully understand the risks imbedded in each complex transaction. The risk of fraud can be substantially reduced by a clear separation of authority between the trading desks, the back office and the risk management group (middle office). These are precisely some of the recommendations made by the Group of Thirty which were published in 1993, just before Nick Leeson engaged in speculative trading in the Japanese derivatives market on behalf of Barings Bank.


Operational risk includes “fraud” when a trader intentionally falsifies and misrepresents the risks incurred. Technology risk, and principally computer systems risk, belongs to the operational risk category, and refers to the need to protect systems against failure and from unauthorized access and tampering. The best protection against these operational risks consists in redundancies of systems, clear separation of responsibilities with strong internal controls, and contingency planning.  Managing operational risk is discussed in Chapter 13.


Valuation of complex derivatives also create considerable operational risk, which is referred to as “model risk”. We discuss model risk in Chapter 16 where we address practical measurement issues in risk management.


Legal risk arises when a counterparty does not have the legal or regulatory authority to engage in a transaction. Legal risk usually materializes when a counterparty, or an investor, loses money on a transaction and decides to sue the bank to avoid meeting his obligations. This has been the case with Procter & Gamble after it announced that it had lost $195 million on two complex levered interest swaps entered with Bankers Trust. 


Another aspect of regulatory risk is related to the potential impact of a change in the tax law on the market value of a position. For example, UBS took advantage of the British law to capture the dividend tax credit on UK stocks, and share it with clients through a total return swap on the underlying equities. When the British Government changed the tax code to remove this tax benefit during the summer of 1997, UBS suffered a huge loss. 


In Chapter 13 we analyze the operational risk aspects of the bank, as well as the legal and regulatory risks.


Human factor risk relates to potential losses which may result from human errors like pushing the wrong button on a computer, destroying inadvertently a file, entering the wrong value for a parameter input of a model, etc…


These financial risks can be further decomposed into more specific categories like equity risk, interest rate risk, currency risk and commodity risk in the case of market risk (see Figure 6).  Interest rate risk is further divided into trading risk and gap risk, where the later relates to the different risk characteristics of bonds based on their maturities. As we discussed earlier liquidity risk can also be decomposed into its two inter-related dimensions: funding liquidity and asset liquidity risks (see Figure 7).


We can slice and dice each risk type down to the most detailed level, as in Figure 8. For example, as described earlier, interest rate risk in the trading book can be decomposed into a general and a specific risk.  When constructing a VaR model, the first step consists in specifying the risk factors in each of these categories in order to capture accurately the risk profile of the position. The more detailed is the decomposition, the closer to the real world is the model, the better risks will be captured. But in practice this process is limited by the level of model complexity which can be handled with the current technology and the availability of market data.

Figure 6
The Dimensions of Market Risk


Figure 7

The Dimensions of Liquidity Risk


Figure 8

Schematic presentation, by categories, of the risk exposure of a bank.


8.
Extending risk management systems to non-financial corporations


The risk management techniques which were first developed by and for banks are now being adopted by other industries like insurance companies, hedge funds, and industrial corporations.  Indeed, there is mounting pressure from the regulators, such as the SEC (Securities and Exchange Commission in the US), and shareholders for more and better disclosure of financial risk exposures.


The issues of risk management in non-bank corporations is are generating momentum and attract greater attention from regulators, market participants as well as from internal management and Boards of Directors.  This process is greatly enhanced by the advance of risk management in banks, and the greater importance emphasis banks are giving to putting on risk management by their corporate clients.

The main purpose of risk management systems for non-financial institutions is to identify the market risk factors that impact earning volatility, and to measure their combined effect. Corporates face different risk issues than financial institutions.  They look at risk over a longer time horizon than a bank or a fund manager would consider, and require to combining underlying business exposures with financial hedges.  The effects of market risk on planning and budget must be considered, as opposed to the trader’s profit and loss.


Corporations are continuously engaged in activities intended to reduce or control their risks.  For example, they sign long term contracts with suppliers or clients to reduce uncertainty on the supply or demand side.  Corporations hold inventories for safety purposes, and buy insurance against potential damages to plant and equipment or against frauds by employees.  While firms are engaged in such activities, there is no formal system to monitor general corporate risks and evaluate the impact of various steps to reduce risks.  Also, academic work does not focus on the particular activities and their effect on the overall business risk or financial risk of the firm.
There are theories and models to optimize the level of inventories.  There are different models to optimize the hedging activities against exposure to foreign currency risks.  However, there is no unified approach to deal with corporate risk.


Corporations are often exposed to interest rate risk when they borrow or provide credit to customers.  They may be exposed to foreign currency risk if they export their products or services, or if they depend on supplies from abroad.  Most firms have to account for potential losses from default of their clients on receivables, and may encounter credit risk in corporate bonds they purchase, or in their OTC derivative trading.  Nevertheless, non-bank corporations (NBC) are not being regulated in general, and in their risk exposures in particular, in any form similar to the regulation of banks and other financial institutions.


In the case of NBCs, their major risk is generally their business risk, while market risks and credit risks are secondary in importance.  Moreover, a “domino effect” which is a major worry of banks’ regulators is not a major concern in the non-financial sector.  NBC are not as levered as financial corporations.  The ratio of debt to total assets in the USA for NBCs is around 30%, and in Japan it is approximately 50%.  For banks the ratio is 82-92%.  The leverage of NBC should concern the lenders to the firm, which are usually banks and financial institutions, and not the general public and the small savers.  Hence, the risk of NBCs is not offically regulated.


In section 2 when describing the historical evolution of risk management, two major factors behind the efforts of the BIS in the 80’s were mentioned.  The first factor was the global competition and the need to set equal terms for all competitors.  This factor is not so relevant for NBCs, even when competing globally.  The second factor, however, is common to financial and non-financial corporations, and that the huge expansion in derivatives trading.  NBCs increase their participation in trading derivatives, mainly for risk reduction purposes.  In Table 3 it is shown that non-financial firms increased their daily average turnover in OTC derivatives (FX and interest rate contracts) from 129 billion dollars in April 1995 to 195 billion dollars in April 1999.


The banking industry, due to regulation and greater sensitivity to market and credit risks, set the trend in risk management. Nevertheless, risk management is becoming an important topic for  NBCs, and much more attention is being paid to setting a national policy for risk exposure by these firms.  The banking industry showed alternative ways of how risks can be quantified and aggregated, and similar tools and methods will become applicable to NBCs.


Since current accounting procedures are inadequate for controlling and managing risks and are not informative enough for describing the risks to which the firm is exposed to, new procedures must be devised.  The SEC is setting new rules for traded companies for disclosing their market risk exposure.  The new rules require the firm to provide investors with qualitative information on its strategies and policies concerning this exposure to market risks and derivative trading.  In addition, a quantifiable measure of the exposure to market risk and how it may affect the firm’s value or profitability must be supplied.  The SEC requirements are in effect since 1998.


Undoubtedly, this trend in many countries will be to demand NBCs for greater transparency of risk management policies and strategies.  Board of Directors will be required to take a more active role in managing risks and to evaluate risks against expected benefits from incurring risks.  Efforts to quantify risk exposure of NBCs will continue, with lessons from the longer experience of quantifying risks by banks.


Chapter 17 is devoted to risk management by non-bank corporations.  The new SEC rules will be detailed, as well as new recommendations made by accounting boards in the USA and Europe.  Nevertheless, the reader should keep in mind that many of the concepts in the other chapters can be also valid for NBCs.
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� Chapters 2 and 4 discuss in great detail regulatory capital under both the 1988 and 1998 Accords, as well as the new BIS proposal for a reform of the 1988 Accord.


� Chapter 13 deals with the management of operational risk, and Chapter 16 discusses different facets of model risk.


� For details of these financial disasters see e.g. Steinherr (1998), and also section 6 of this Chapter.


� The Basle Committee meets at the Bank for International Settlement (BIS) located in Basle, Switzerland.


� In the mid-80’s there were over 14000 commercial banks in the U.S. and 5000 savings and loan and mutual savings banks.


� For comparison purposes, the outstanding world-wide securities market debt was 24.4 trillion dollars at the end of 1994 (BIS, 65th Annual Report, 1995) and the outstanding U.S. credit market debt was 17.3 trillion dollars at the end of March 1995 (Federal Reserve Bulletin, Oct. 1995)


� By perfect capital markets it is meant markets with no transaction costs or taxes, where all traders have free and 


costless access to all available information, and they are perfect competitors.


� To illustrate, let us assume that the firm expects to receive not income of 15, -15 and 15 at the end of years 1, 2 and 3 respective.  The average net income over the three years is 5.  Assume we can invest in a project with zero average value, with net income of -5 at the end of the year and 5 the year after.  By adding the project to the firm, the expected average profit will stay unchanged at 5.  However the income stream will be 10, -10, 15 which is less risky compared to the initial stream 15, -15, 15.


� The weighted sum of all the covariances is equal to the variance of the portfolio, where the weights are the same as used in constructing the portfolio.


�  Technically the total risk  �EMBED Equation.3��� can be decomposed into the systematic risk component,  �EMBED Equation.3��� and the specific risk �EMBED Equation.3���.


� r denotes the continuously compounded rate of interest. It can be derived from the annualized discrete interest rate R by the relation � EMBED Equation.2  ���.


� See Stoll (1969).  See also Galai (1977) for characterization of options.


� Their major paper was published in 1958 and an important correction appeared in 1963.  The best presentation and explanation of their model is found in Fama and Miller (1974).  See also Miller (1977).


� ARCH stands for Auto Regressive Conditional Hetroskedasticity.  The G in GARCH stands for General.  See a summary of these procedures in Engle (1982) and Bollerslev (1986).


� From 1998 the SEC requires listed companies to report their exposures to market risk factors related to their derivative positions, and to positions in other financial instruments. (See Chapter 17 for a brief description of the SEC requirements.)





� In Chapter 13 we discuss the issue of liquidity risk and how it interplays with market and credit risk. We also discusses some of the weaknesses of their risk measurement system, in particular the lack of stress testing of key parameters in convergence trades such as correlations and volatilities.


� See Chapter 2, the section on the G-12 recommendations to reduce the likelihood of a new LTCM, and perhaps more important to reduce the impact of such an event on market stability.


� See also Chapter 16 on model risk, Section 4.


� The fall of UBS in 1998 bears some parallels with Barings. In the case of UBS the role of Leeson might have been played by the high profile equity derivatives trader, Ramy Goldstein. UBS created two separate and overlapping risk control functions within UBS, both of them reported to the heads of business units and not to the bank’s senior management (See Derivatives Strategy, October 1998).


� See Merton (1991).


� See also Chapter 2, Section 5.
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