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TELESURVEY METHODOLOGIES FOR HOUSEHOLD SURVEYS– A REVIEW AND SOME THOUGHTS FOR THE FUTURE
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1 Introduction

Electronic telecommunications have become a predominant factor in practically all aspects of modern life at the beginning of the new millennium. Sample surveys are no exception and the widespread use of the telephone as a prime mode of communication for at least the past quarter of a century has had an important influence on survey practice. In fact, the telephone survey has become the major mode of collection in the sample survey field, especially in North America and Western Europe, both for surveys of households and individuals and for surveys of establishments. Other modes of advanced telecommunication, such as e-mail, Internet, videophone, fax and mobile phones are fast becoming important supplements and even competitors to the fixed line telephone. They are already being used in various ways for sample surveys and in this review paper we intend to examine their potential for survey work and the methodological implications of their use. We therefore wish to use the term ‘telesurvey’ for any survey in which the predominant or unique mode of collection is based on some means of electronic telecommunications – including both the telephone and other more advanced technological devices. Conventional surveys based on face-to-face interviews in the home or (snail-)mail surveys are not included, unless a substantial component of the survey is based on some telecommunications instrument. Although this paper focuses on surveys of individuals and households, much of it is relevant to establishment surveys too. We refer to telesurvey ‘methodologies’ in the plural, since it seems obvious that no single methodology will be suitable for use with the plethora of possible communication devices available in the future and their combinations.

This paper has been prepared in recognition of Joe Waksberg's unique contributions to survey methodology, in general, and to telephone survey methodology in particular. It is well recognized today that his groundbreaking paper, Waksberg (1978), paved the way for the widespread efficient use of random digit dialing for telephone surveys and serves as a threshold point in the development of telesurvey methodology. Together with many of his subsequent papers, his work has had a profound influence on the theory and practice of telephone survey methodology, some of which will be examined in this paper. 

We shall deal primarily with the statistical aspects of telesurvey methodology but recognize that these are not independent of non-statistical aspects, such as the cognitive features of telesurvey interviewing, survey administration and ethical considerations. In the following section we briefly review the early history of telephone surveys, through 1978. Section three reviews in some detail more recent developments in the areas of sample design and estimation, coverage and nonresponse and evaluation of data quality. Finally in section four we consider the possible impact of current and future technological developments of the communications industry on survey practice and their methodological implications.

2 The early history of telephone surveys

In the following we review briefly the overall early development of the use of telephones for survey work, as background for the developments in telesurvey methodologies to be described later. More detailed and comprehensive coverage is provided in several books and survey papers, e.g. Blankenship (1977a), Groves et al. (1988), Frey (1989), Lavrakas (1993), Casady and Lepkowski (1998, 1999) and Dillman (1978, 2000). 

Telephones have been used for survey work since the thirties, though generally as a supplementary mode of collection. Some have erroneously blamed the disastrous failure of the Literary Digest survey’s prediction of a landslide victory of Landon over Roosevelt in 1936, at least partially, on telephone undercoverage (Katz and Cantril, 1937; Payne, 1956; and Perry, 1968). In fact the survey was based on mail questionnaires and although telephone lists were used as a sampling frame (in combination with lists of automobile registrations), it seems that the failure was due more to nonresponse than to frame undercoverage (Bryson, 1976; Squire, 1988; and Cahalan, 1989). 

Most of the earliest reports on the use of the telephone in survey work were in the areas of public health or in market research applications. Many of them used some combination of telephone interviewing with other modes of collection and in some cases they included empirical comparisons of response rates or outcomes in order to assess mode effects. For instance, Cunningham, Westerman and Fischoff (1956) and Bennet (1961) report on telephone surveys for follow-up studies of patient treatment and Fry and McNaire (1958) on a national follow-up to a mail questionnaire to obtain opinions of hospital staff – all with high response rates. Mitchel and Rogers (1958) used telephone interviewing for a survey of telephone households on the consumption of dairy products and compare the results with those obtained from a control sample of non-telephone households. Cahalan (1960) compares results from telephone interviews with those from personal interviews in measuring newspaper readership with favourable results. Eastlack (1964) in a comparative telephone study of advertising recall and product usage shows that a rigorous call-back protocol provides more accurate results than a method without call-backs. Coombs and Freedman (1964) report on high telephone response (92%) in a longitudinal fertility survey, supplemented by personal interviews. Sudman (1966) describes several supplementary uses of the telephone for survey work, which include making of advance appointments and screening for rare populations, with positive results for cooperation rates and cost reductions.

In the late sixties telephone surveys really came of age, as a result of several different developments. First of all the rapid increase in telephone coverage in Western Europe and North America implied that telephone interviewing could be used as a primary mode of collection. In the US household telephone coverage reached a level of 88%. in 1970 (Massey, 1988) and this level was reached somewhat later in most Western European countries, in Australia and in New Zealand (Trewin and Lee, 1988). In parallel to the rapid increase in telephone penetration in many countries a serious decline in response rates and difficulties in contacting respondents by door-to-door collection were experienced in the late sixties. This led to serious consideration of telephone surveys both to reduce costs and to achieve higher cooperation rates. The use of telephone interviewing advanced most rapidly in commercial and academic survey organizations and less so in official government statistics. For instance Tortora et al. (1984) report that only about 11 percent of US Federal surveys in 1981 involved telephone interview in any form, in most cases in addition to other modes.

At first telephone interviewing was viewed with apprehension, even when used only as a supplementary mode of collection, due to fears of high nonresponse rates and response biases considered inherent when interviewing was not carried out face-to-face. Results of some of the earlier telephone surveys seemed to reinforce these fears. For instance, a study of leaflet receipt by Larson (1952) raises serious doubts on the validity of telephone responses on the basis of a face-to-face interview follow up. Similarly Oakes (1954) reports on suspiciously lower response on improvements to a consumer service via the telephone than obtained in face-to-face interviews. Schmiedeskamp (1962) in an attitude survey on consumer finances finds greater avoidance of taking strong positions when telephone interviewing was used. Wiseman (1972) in a comparison of mail questionnaire, telephone and face-to-face personal interviewing finds mode effects for sensitive issues (abortion and birth control). The main differences, however, are between responses to mail questionnaires and to personal interview (telephone or face-to face).

Many of these fears were allayed at an early stage by the results of a number of more rigorous empirical studies. Thus Hochstim (1967) in a well-designed controlled experiment compares collection by mail, telephone and personal interview as the primary mode of collection. The results demonstrate convincingly that the three strategies of data collection prove to be practically interchangeable when compared with respect to rate of return, completeness of return, comparability of findings and validity of responses. The major difference between modes is with respect to cost, with a clear preference for the mail or telephone strategy. Similarly a small test carried out by Colombotos (1965) on samples of a population of physicians shows no significance differences between responses obtained by telephone and by in-person interviews. Janofsky (1971) reports similarity in willingness to express feelings on health issues between telephone respondents and face-to-face interview respondents. A well designed validation study by Locander, Sudman and Bradburn (1976) of the effects of question threat and mode of collection found no meaningful differences in response bias between telephone and face-to-face interviews. Finally, in a small carefully controlled field experiment, Rogers (1976) tested the effects of alternative interviewing strategies on the quality of responses and on field performance in a survey on a variety of complex attitudinal, knowledge and personal items. The results again indicate that the quality of data obtained by telephone is comparable to that obtained by interviews in person. A major national study comparing telephone and face-to-face interviewing was conducted by Groves and Kahn (1979). It was based on an intensive analysis of the large omnibus surveys carried out under the two modes by the University of Michigan Survey Research Center. It provided important information on data quality which did not indicate any substantial mode effects. These and other early studies, which foreshadowed several systematic studies of mode effects carried out in the eighties and nineties (to be discussed later) contributed to the legitimacy of telephone surveys as a standard mode of collection.

The initial use of telephones for sample surveys was usually based on samples selected from general frameworks, such as telephone directories, or from specific frameworks for small sub-populations. Towards the end of the sixties there was increased awareness of increasing rates of unlisted telephone numbers and of substantial differences between households with listed and non-listed numbers (see details in section 3.1.1). An important development that overcame this problem was the sampling method of Random Digit Dialing (RDD), first introduced by Cooper (1964) and further improved and developed by Eastlack and Assael (1966) and by Glasser and Metzger (1972). An inherent inefficiency of these basic element RDD methods was the large amount of numbers to be called that did not yield an interview (non working and non residential numbers). A two-stage RDD sampling method was first proposed to deal with this problem by Mitofsky (1970) and subsequently elaborated and put on a firm theoretical basis by Waksberg (1978). The introduction of what was to become known as the Mitofsky-Waksberg scheme contributed greatly to the widespread use of telephone surveys in the eighties and nineties.

Finally the technological advances in telecommunications and automation in the sixties and seventies contributed to the advantages of telephone surveying. Universal direct long distance dialing enhanced the possibilities of carrying out national surveys from a single center or from a small number of interviewing centers with all the advantages of central control and administration. However the greatest impact on the expansion of telephone surveys has undoubtedly been the introduction of Computer Assisted Telephone Interviewing (CATI) in the seventies. This is due both to the simplicity of CATI for conducting telephone interviews and to the possibilities it offers for the use of automation in many important non-interviewing tasks, (e.g. dialing, recall schedules etc.). 

One of the first uses of the computer for on-line questioning was in the form of a multi-station computer-based laboratory experiment designed to elicit subjective information – Shure and Meeker (1970). A good account of the early history of CATI can be found in the special issue of Sociological Methods and Research (Freeman and Shanks, 1983), following the Berkeley Conference on Computer-Assisted Survey Technology held in Spring 1981. Market research organizations were the first to introduce CATI systems for their current operations. Chilton Research Services developed and used the Survey Response Processor on a current basis already in 1972  – Fink (1983). Other commercial survey organizations, applying different systems, realized early on the advantages of CATI – for instance the A&S/CATI™ system (Dutka and Frankel, 1980). Academic survey research organizations were quick to follow with the earliest systems developed at UCLA and Berkeley for the large scale CATI-based California Disability Survey – Shanks, Nicholls and Freeman (1981) and Shanks (1983). Another early development of a CATI system at an academic survey organization, using a different approach, based on microcomputers, was that of the University of Wisconsin (Palit, 1980; Palit and Sharp, 1983). In Europe the first survey research organizations to use CATI were Social and Community Planning Research (SCPR – now the National Centre for Social Research) in the UK (Sykes and Collins, 1987) and the State University of Utrecht, Netherlands (Dekker and Dorn, 1984). The introduction of CATI systems into official statistics was slower. In the US it started in 1982 at the Census Bureau (Nicholls, 1983) and at the National Agricultural Statistics Service (Tortora, 1985) and at the same time at Statistics Netherlands (Mokken et al., 1987). By 1987 practically all organizations surveyed in a (non-probability) sample of 27 survey organizations (eighteen in the US and nine elsewhere) were using CATI for some or all of their telephone surveys - Berry and O’Rourke (1988). Gonzales et al. (1990) report that the number of CATI installations worldwide at the end of the eighties was estimated to exceed 1,000 and that in 1988, the U.S Government had 51 cooperating CATI centers. It should be noted that the development of CATI quickly became part of a wider movement toward computer assisted interviewing (CAI) or computer assisted information collection (CASIC), which includes also CAPI (Computer Assisted Personal Interviewing) and CASI (Computer Assisted Self Interviewing) – Nicholls (1988). A more complete history of the development of CATI and of CASIC, in general, can be found in Couper and Nicholls (1998).

3 Recent developments in telephone surveys

In the last quarter of a century telephone surveying has definitely come of age. Lyberg and Kasprzyk (1991) claim that it has become the dominant mode of collection in countries with extensive telephone coverage. 

Hundreds of scientific papers have been published during this period on a wide range of different aspects of telephone surveys. Several general books on the subject have appeared - Blankenship (1977a), Groves and Kahn. (1979), Frey (1989) and Lavrakas (1993). A number of conferences have been devoted to telephone survey methodology or have dealt with specific aspects of the topic. The results have appeared in monographs or special issues of scientific journals. A major conference on telephone survey methodology was held in November 1987 in Charlotte, NC, with the resulting volume edited by Groves, Biemer, Lyberg, Massey, Nicholls and Waksberg (1988) and the special issue of the Journal of Official Statistics, edited by Groves and Lyberg (1988b). The Berkeley Conference on Computer-Assisted Survey Technology held in Spring 1981 (Freeman and Shanks, 1983) dealt primarily with telephone surveys and CATI was a major topic at the InterCASIC ’96 International Conference on Computer Assisted Survey Information Collection, held in San Antonio, TX in December 1996 (Couper et al., 1998) and at the ASC 3rd International Conference at Edinburgh in September 1999 (Banks et al., 1999).

Extensive bibliographies with several hundred entries can be found in the above sources, as well as in Khurshid and Sahai (1995), which covers the period through 1991, and in Survey Research Center (2000), which updates previous bibliographies with respect to sample design for household telephone surveys through 2000.

In the following we review the development of telephone survey methodology for household surveys during the past 25 years in the areas of sample design and estimation, coverage and nonresponse and evaluation of data quality. 

3.1. Sample design and estimation

Sampling methodology for telephone surveys is based on the general principles of sampling. It is primarily adapted to the special situation of telephone surveys with respect to the sampling framework used. Thus we adopt the classification proposed by Lepkowski (1988) for telephone sampling methods, according to the underlying sampling framework – directory and commercial lists, telephone numbers (RDD) and combined methods (list-assisted and dual frame).

3.1.1 List-based sampling procedures

As mentioned above, the earliest telephone surveys were all based on samples selected from lists. In many cases they were mixed-mode surveys where telephone interviewing was used to supplement for non-response in face-to-face interviews or for follow-up. Thus so-called ‘warm telephone interviewing’ schemes have been used in the US Current Population Survey and in the Canadian Labour Force Survey – Drew, Choudhry and Hunter (1988). In these cases sampling is based on a general list framework to which information on telephone numbers is added and no special features of the use of the telephone are involved in the sample design. The same goes for ‘pure’ telephone surveys of special populations, such as physicians, for which a complete list of the population is available with telephone numbers and can be used as a sample framework – see, for example, Gunn and Rhodes (1981). Another example is where telephone interviewing is used in follow-up waves of a panel survey with the first contact carried out by a face-to-face interview. For instance in the Israel Labor Force Survey the first contact is by a home visit and the second and third waves are carried out by telephone for households who are willing to respond by telephone – Nathan and Eliav (1988). A related approach, used recently in a pilot study for the US National Study of Health and Activity (Maffeo, Frey and Kalton, 2000), is to take an area sample, find telephone numbers where possible, for telephone interviewing, and use face-to-face interviewing for other households and for telephone nonrespondents.

The most easily obtained and low-cost directory that can be used as a framework for a telephone surveys is, of course, the telephone directory itself, or some modification of it. Originally the paper version of the directory was used, while nowadays an electronic version would usually be available. The major deficiencies of the telephone directory as a sampling framework are well documented. They are undercoverage, overcoverage, duplication and lack of auxiliary information. Undercoverage is by far the most serious deficiency and includes both non-telephone households and households with telephones unlisted by choice or those not yet included in the directory. The biases due to non-telephone households are, of course, irrespective of the framework used and will be dealt with in section 3.3. 

The extent of unlisted telephones varies considerably by country and type of location, as well as by other household variables. Sykes and Collins (1987) report on an unlisted rate of 4% in the Netherlands and 12% in the UK. Fréjean, Panzani and Tassi (1990) estimate the unlisted rate in France as 14% and national US estimates in the seventies were of over 17-19% (Blankenship, 1977b and Glasser and Metzger, 1975). Rich (1977) reports on increasing rates of nonpublished telephones (excluding those involuntarily unlisted) in the Pacific Telephone’s California serving area from 9% in 1964 to 28% in 1977. In addition some 5% of home telephones in California were estimated to be involuntarily unlisted (assigned after publication of the directory). More recent studies show substantially higher unlisted rates. Thus Genesys (1996) reports unlisted rates of 40% in 1993 and of 37% in 1995, based on national samples of more than 100,000 RDD telephone interviews and Survey Sampling Inc. (1998) estimates the US national unlisted rate for 1997 at 30%. Results of a small-scale study of the Jerusalem area (Nathan and Aframian, 1996) indicate an unlisted rate of 27%.

Many studies have shown substantial differences between listed and unlisted telephone household characteristics, indicating disturbing potential coverage biases for directory-based samples. In the US these differences were demonstrated, for instance, in a study by Brunner and Brunner (1971), who found highly significant differences between listed and unlisted telephone households with respect to a wide range of demographic and socio-economic variables. Leuthold and Scheele (1971) found higher rates of nonlisting among blacks, city dwellers, young people, apartment dwellers, divorced and separated and among service workers. Similarly, Roslow and Roslow (1972) found significant differences in audience shares between listed and unlisted telephone households. Glasser and Metzger (1975) showed that nonlisted rates were higher in the West, in major metropolitan areas, among non-whites and the young. Blankenship (1977b) and Rich (1977) found highly significant differences between listed and unlisted households with respect to sex and age of household head, occupation, household size and income. In the UK Sykes and Collins (1987) found more unlisted numbers among the young, the poorest and those living in London. The results of Nathan and Aframian (1996) for the Jerusalem area showed lower rates of TV ownership and of TV viewing (of those with TV) in an RDD sample as compared with a directory listing sample.

Besides the undercoverage resulting from unlisted numbers, as indicated above, directory listings also suffer from problems of overcoverage, duplication and lack of updated auxiliary information. Overcoverage occurs when a unit outside the population is included in the framework. This may be due to the fact that disconnected numbers often remain in the directory, commercial numbers are not always clearly designated as such or other cases of unrecognized ineligibility. Duplication occurs when the same unit is represented in the frame more than once and the duplication is not recognized. Duplication can usually be discovered during sampling if the entries for the same household are listed consecutively but not if they appear separately (e.g. under different surnames). If duplication is ascertained during the interview (i.e. by obtaining information on the number of connected lines available to the household or the number of directory listings) it can be dealt with by appropriate weighting. Although these problems are surmountable, at a cost, that of undercoverage is not and this indicates the need for more representative sample frameworks than provided by directories. A popular alternative to the traditional telephone directory (in general prepared by the company providing telephone service to the area) has been the lists prepared by commercial firms, usually for purposes of marketing. These may be city directories, obtained from municipal address listings with telephone numbers obtained from directories or other sources, subscriber lists of telephone companies or national master address lists, such as that provided by Donelley Marketing, Inc. in the US - Lepkowski (1988). These lists provide important auxiliary data, such as geographic information, from the Census of Population and Housing and from other sources. They do not, in general, overcome, the bias due to unlisted numbers and their cost may be high. They can result in some gain in sampling variance, due to the possibility of basing an efficient design on the auxiliary information. Potentially, lists used by emergency services to determine the physical location of callers could be used as frameworks, although access to these lists would be difficult for non-government survey organizations.

3.1.2 Random digit dialing – the Mitofsky-Waksberg scheme

In order to overcome many of the inherent problems of directories and commercial lists, Random Digit Dialing (RDD) methods have become a popular choice for telephone surveys, primarily in the US. These are based on the frame of all possible telephone numbers. The method was originally proposed by Cooper (1964), who added random four digit suffixes to known prefixes in a local survey. This basic element sampling method was further improved and developed by Eastlack and Assael (1966) and by Glasser and Metzger (1972), on a national level, by identifying ‘working banks’ of numbers from telephone company information. 

The use of RDD has until recently been confined, by and large, to the US and Canada. Thus Sykes and Collins (1987) report that telephone surveys were still rare in the UK at end of the eighties, primarily due to low telephone coverage. In particular RDD surveys were rarely used – one of the reasons being the lack of uniformity in the length of telephone numbers at the time. However recently, with the increase of telephone coverage in the UK to some 96% at the end of the nineties and the standardization of telephone numbers to ten digits, RDD surveys have become more popular – see e.g. Nicolaas, Lynn and Lound (2000). Similarly, Gabler and Haeder  (2000) report that an RDD method, modified in order to deal with varying telephone number lengths (from 6 to 11 digits!), is now standard procedure for telephone surveys in Germany.

Mitofsky (1970) first proposed a two-stage RDD sampling method to deal with the problem of the inherent inefficiency of these basic element RDD methods due to the large amount of numbers to be called that did not yield an interview (non working and non residential numbers). This was subsequently elaborated and put on a firm theoretical basis by Waksberg (1978) and the method became known as the Mitofsky-Waksberg scheme. This scheme or variations of it have become the predominant sampling method for telephone surveys, at least in the US.

The method is based on the fact that household telephone numbers are, in general, clustered in series of consecutive numbers or within banks of numbers with the same first r digits. For the US r is usually set at eight (for ten digit telephone numbers, including area code), so that the banks or clusters (PSU’s) are of size N=100 each. It is assumed that the telephone company can provide a list of all operating prefixes (area code + first three digits), i.e. those to whom residential numbers have been assigned. To the six digit numbers in this list all possible choices of two digits are added, resulting in a sampling frame of eight digit numbers that represent the M PSU’s in the population. Sample PSU’s are selected from this frame at random (with replacement) consecutively and for each PSU selected two final digits are selected at random. The resulting ten digit number is dialed and if the number is not that of a residence (according to the survey definition), the PSU is dropped from the sample. If it is a residence a simple random sample (without replacement) of k additional residential numbers is selected by contacting numbers selected at random (without replacement) from the PSU, until k additional residential numbers are obtained. The procedure of PSU selection continues until a fixed number of PSU’s, m, has been selected. It is easily seen that, assuming that the number of residential numbers in each selected PSU, Pi, is at least k, the total sample size of residential telephone households is m(k+1) and that the final sample is an equal probability sample from the population of all residential telephone households. 
Waksberg (1978) shows that if we designate by: 
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the proportion of residential numbers in the population and by t the number of PSU’s with no residential numbers (i.e., for which Pi=0), then the expected number of total calls is given by: m[1+(1-t)k]/π, assuming that 
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 for all PSU’s with at least one residential number. The last assumption can be dropped if PSU’s are grouped so that the restriction holds in each group or if unequal weighting is used. Optimal values of the design parameters are obtained under a simple cost function and the method is extended to deal with repeated surveys. The main advantage of the method is the reduction in the expected number of calls which have to be made in order to attain a given effective sample size, especially if t, the number of PSU’s with no residential numbers, is larger than 0.5. Groves (1977) provides data for a national study indicating a value of t of about 0.65. This advantage has to be weighed against the increase in variance due to the effect of clustering. However, taking costs into account, illustrative calculations for typical values of the parameters show that reductions in costs run between 20 and 40%.

The major operational drawback of the method is in its sequential nature. This makes it unwieldy to carry out manually. However the sequential operation poses no problem when the process of selection is fully automated. The method as described above has some additional problems, most of which can be overcome by simple modifications. Assuming that prior information on the number of telephone households is not available, selection probabilities are not known, although the value of π can be estimated from the sample. The practical necessity to introduce a stopping rule for the number of calls to numbers which do not answer or to refusals to answer, even whether the number is a residential one, implies that the method cannot be strictly applied as designed, resulting in possible bias. The problem of households with multiple telephone numbers can be overcome if correct information on the number of different lines is obtained but the required re-weighting impinges on the simplicity of equal weighting. In some cases names and addresses can be obtained for RDD numbers by matching with address lists so that advance notice can be sent to at least part of the potential respondents. However this is a complex procedure and the difficulties in sending advance notice to respondents (common to all RDD procedures) has made the procedure difficult to consider for some official statistical agencies. 

3.1.3 Modifications of the Mitofsky-Waksberg and other RDD methods

Some of the drawbacks of the basic method are overcome by the generalization due to Potthoff (1987a, 1987b). The method is based on the definition of a set of auspicious telephone numbers. This could consist of only residential numbers, as in the Mitofsky-Waksberg method, or a wider set which includes all residential numbers - for instance the set of all numbers which ring (including engaged, recorded messages and operators). The first stage of selection is by simple random sampling of a fixed number, m, of PSU’s). From each selected PSU a fixed number of calls, c, are made and for each of them it is determined whether the number is auspicious or not. A PSU is discarded if all c numbers selected are inauspicious. Retained PSU’s are defined as Type I if only one number is auspicious and as type II if two or more are auspicious. The second stage consists of selecting and dialing kc numbers from Type I PSU’s and k(c-1)  numbers from Type II PSU’s, where  k is an integer. At all dialed numbers the unit is determined as residential or out-of-scope and an interview is attempted for all residential units. A supplementary sequential segment for Type I PSU’s selects additional telephone numbers that are dialed until a total of k auspicious numbers are obtained. An interview is attempted at each auspicious numbers dialed in the sequential segment. Potthoff (1987a) shows that, under certain conditions, all residential telephone numbers have the same probability of selection and develops unbiased and ratio estimates and their variances. Cost comparisons and some modifications to overcome practical problems are also given. The method reduces the problem of ambiguity on the status of dialed numbers from which no response is obtained and also the problem of exhaustion of the residential numbers in a PSU.

A large number of additional generalizations and modifications to the basic Mitofsky-Waksberg method have been proposed. Many of these attempt to reduce the burden of interviewing screening and to improve control over the initial contact sample size. Thus Hogue and Chapman (1984) propose determining cutoff points on the basis of an estimation of the probability that a PSU is ‘sparse’, i.e., has a small proportion of residential numbers and propose to determine an optimal cutoff procedure on the basis of cost and variance considerations. Alexander (1988) considers two types of cutoff rules to limit interviewing screening for prefixes with low residential densities. An ‘increasing rule’ stops as soon as a predetermined number of calls, ci, has been made and less than i residences have been found, where {ci} is an increasing series in i. A ’decreasing rule’ stops when i residences have been found if at least ci calls have been made, where {ci} is an decreasing series in i. The costs for these rules are evaluated under a simple model. 

Lepkowski and Groves (1986a) propose a two phase design based on matching prefixes selected in the first stage of the Mitofsky-Waksberg scheme to a commercial directory to obtain counts of listed telephones for each prefix selected. Prefixes are allocated to two strata – a low density stratum where there are no listed telephone numbers, or only a small number of them, and a high density stratum. The Mitofsky-Waksberg design is applied to the low-density stratum and telephone numbers are selected with probability proportional to the number of listed telephone numbers in the high-density stratum. 

Brick and Waksberg (1991) propose using a fixed number of telephone numbers in the second stage so as to avoid sequential sampling altogether with a resulting simplicity of operation. The design, originally proposed by Waksberg (1984), is not, however, self-weighting and involves a slight bias and increased variance. Brick and Waksberg (1991) suggest considerations for the choice between the original and modified Mitofsky-Waksberg designs. For an early application of the modified Mitofsky-Waksberg method to the collection of health attitude information, apparently in an erroneous attempt to implement the original method – see Cummings (1979). Smith and Frazier (1993) compare the original and modified schemes, using data collected in the California Behavioral Risk Factor Surveillance System. The results indicate that the modified scheme speeds up the data collection, resulting in a larger sample size for the same cost. This compensates for larger design effects of the modified scheme.

Another alternative to the basic Mitofsky-Waksberg method is the use of stratification and disproportionate allocation to improve ‘hit rates’, proposed by Palit (1983). An evaluation of alternative treatments of unanswered telephone numbers for the Mitofsky-Waksberg design is carried out by Palit and Blair (1986). The optimal determination of parameters for the Mitofsky-Waksberg method is dealt with by Burke, Morganstein and Schwartz (1981) and the optimal allocation for the stratified version of the method by Cassady and Lepkowski (1991, 1993) and by Tucker, Casady and Lepkowski (1992). Further problems relating to minimal cost allocation are treated by Palit (1983) and by Mason and Immerman (1998). 

3.1.4 List-assisted methods 

Although RDD methods overcome the undercoverage of directories due to unlisted numbers, they all still suffer from the basic problem of undercoverage due to non-telephone households (see further detail in section 3.3). In addition the lack of auxiliary information (such as geographical information), which is often available in list frames, leads to inefficiencies, even in the more sophisticated modifications of the basic methods, mentioned above. Thus alternative methods have been sought to combine RDD samples with samples based on list and directory frames. One of the earliest attempts in this direction was that proposed by Stock (1962) and elaborated by Sudman (1973), based on replacing the last two digits of telephone numbers, selected from a directory listing, by random digits. The method was applied by Hauck and Cox (1974) to a methodological study of mode effects in screening for a special sub-population. A simpler version, popularly known as the ‘Plus One’ method, replaces each telephone number sampled from a directory by the number plus one (or some other digit – known as the ‘plus digit method). This supposedly overcomes the bias due to unlisted numbers. Due to its simplicity, the method has gained popularity among market researchers. However several studies - e.g. Landon and Banks (1977) and Mullet  (1982) - have indicated that it is not, in fact, bias-free and also suffers from low efficiency. 

Forsman and Danielsson (1997) propose a model-based approach for plus digit sampling, based on the assumption of randomly mixed listed and unlisted numbers within prefix. The model, which is tested empirically, provides model unbiased estimates. Ghosh (1984) has proposed an improved method that continues adding one to the last telephone number dialed as long as a household is not reached and stopping once a household is reached. Although still biased, the bias is reduced as compared with the simple ‘plus one’ method. Other list-assisted methods with RDD components, are discussed by Potter et al. (1991), who stratify prefixes according to counts of published telephone numbers, while ensuring inclusion of blocks without any published numbers. 

Brick et al. (1995) propose a list-assisted method that overcomes the troublesome problem of the sequential nature of the second stage sampling inherent in the Mitofsky-Waksberg scheme. The method is based on dividing the file of exchanges (100-banks) into two strata. The first consists of all exchanges with at least one listed residential phone and the second those that have none. Sampling only from the first strata drastically reduces the proportion of nonresidential numbers, which have to be dialed, but results in coverage bias. They investigate the bias and conclude that such truncated sampling methods are efficient and have operational advantages, while the resulting coverage bias (about 4%) is not too important. The method has been widely applied to replace the classical Mitofsky-Waksberg method. Similarly Statistics Canada  has used the method for their General Social Survey since 1991 for the whole sample with simple random sampling within banks of numbers identified as having at least one residential number (Norris and Paton, 1991). Modifications of this design include a complete stratification of number banks on the basis of list information and using simple RDD for strata with small proportions of banks with no listing and the Mitofsky-Waksberg method in the remaining strata. A comparison of this design with other stratified designs based on a cost model is carried out by Casady and Lepkowski (1993). Their results show that for low cost ratios (of productive selections to unproductive selections) two and three stratum RDD designs are as efficient as the Mitofsky-Waksberg scheme and that for high cost ratios they are superior.

3.1.5 Multiple frame designs

In an attempt to overcome some of the inherent biases of telephone surveys due to directory and telephone undercoverage, the use of dual frame mixed mode surveys, combining telephone with face-to-face interviewing, has received increasing attention. These combine conventional samples for personal interview with RDD or directory samples for telephone interviewing. Biemer (1983) investigated the optimal mix for such designs, via a simulation study, and McCarthy and Bateman (1988) propose the use of mathematical programming for attaining optimal allocation of sample units for a dual frame design, which allows posterior analysis of the effects of variations in design and cost parameters on the optimization. Choudry (1989) proposes a cost-variable optimization for estimating proportions and Brick (1990) proposes the use of multiplicity sampling for this purpose. In a series of papers, Groves and Lepkowski (1985, 1986), Lepkowski and Groves (1984, 1986b) and Traugott, Groves and Lepkowski (1987) develop error models for these dual frame survey designs. They also report on results of experiments to compare response rates and potential biases of RDD and list samples and of several interviewing methods. The results were applied to the large scale US National Crime Survey.

Whitmore, Mason and Hartwell (1985) report on applications of dual frame dual mode methods in a US Environment Protection Agency sponsored study of personal exposure to carbon monoxide in two metropolitan areas and in a state-wide study of social service needs. In both cases commercially available directory lists were used in association with area household sampling. On the basis of an analysis of their results, they recommend the use of such dual designs in order to both benefit from the relative efficiency of telephone interviewing and to overcome the biases inherent in the use of directories as sampling frames. A combination of RDD and area sampling is reported by Waksberg et al. (1997) for the US National Survey of America’s families in with there was particular focus on the low-income population. The nontelephone households identified in the area screening were given cellular phones for responding to telephone interviewers, thereby avoiding the need to train the area screener interviewers in a non-telephone questionnaire (Cunningham et al., 1997).

3.2 Other sampling issues

3.2.1 Sampling for special populations

The relative low costs of telephone interviewing have made this survey mode a prime candidate for use in screening large samples in order to locate small special populations. Thus Sudman (1978) discusses the conditions under which the use of a telephone sample for screening a subgroup, to be finally interviewed face-to-face, is more efficient than face-to-face screening. By analyzing cost functions, telephone screening is found to be efficient, unless within-cluster homogeneity is small, interview densities are low and/or location and screening costs are low, relative to interview costs. Blair and Czaja (1982) propose a modification of the Mitofsky-Waksberg procedure to locate special populations that cluster geographically and describe an application to the Black population. As pointed out however by Waksberg (1983), their method requires reweighting when clusters are exhausted, which may result in reduced efficiency. This implies that the method may be efficient for the Black population but not necessarily for other minorities. Another telephone sample design targeting the US black population is proposed by Inglis, Groves and Heeringa (1987). Mohajder (1988) proposes the stratification of prefix areas in an RDD design for sampling rare populations. The use of the Mitofsky-Waksberg method for selection of households combined with a stratified sample of individuals within household is used for the selection of a population-based control group in four epidemiological studies reported by Hartge et al. (1984). The effectiveness of the method is studied by Perneger et al. (1993), on the basis of a simulation of simple random sampling, and found to be effective.

Local area surveys are another example of special populations that can be dealt with efficiently by a telephone survey. Although, in general, telephone exchanges do not define geographical areas exactly, there is a high degree of correspondence and, with some screening for those in the defined area, telephone interviewing can reduce costs considerably. For instance Banks and Hagan (1984) report on the reduction of interviewer screening by a combination of list sampling and RDD for a survey to assess the effectiveness of health programs in specific service areas. Similarly, Campbell and Palit (1988) tested a combination of list sampling and TDD – total digit dialing, using a frame of all numbers in exchanges corresponding to a given census area. They found that this resulted in a substantial saving in enumeration costs, versus face-to-face interviewing. 

3.2.2 Sampling individuals within households

Almost all household surveys include questions relating to individuals in the household. In some cases all individuals belonging to the household are included in the sample, but in many cases, for various reasons, a sample of one or more individuals is selected within the household for individual questions. The classic Kish procedure (Kish, 1949), predominantly used in face-to-face interview surveys raises particular problems for telephone surveys, because it requires obtaining complete household listings over the telephone. This is more difficult to obtain over the phone than in a face-to-face interview, where some of the persons may be physically present. It should be pointed out however that in many cases the information on household composition is required in any case. In addition the manipulation of the selection rules by the interviewer (e.g. to accomplish high response rates), which has long been suspected in face-to face interviewing is almost impossible in CATI surveys (where selection is invisible to the interviewer). 

Troldahl and Carter (1964) proposed a method whereby only the number of persons of each sex is required. Probabilistic rules (e.g. ‘oldest man’) are then applied to determine the individual selected, ensuring known selection probabilities for each person. However a positive probability of selection for each individual is not ensured (e.g. in households with three men the man of intermediate age is never selected). The method (known as the ‘Troldahl-Carter method’) has been modified by Bryant (1975), in order to take into account the possibility of households with more than two individuals of the same sex. An alternative method proposed by Salmon and Nichols (1983) and by O’Rourke and Blair (1983) is to select the person with the next (or last) birthday (the ‘next-birthday’ or ‘last-birthday’ method), which ensures equal probability of selection for each household member, under the assumption that the date of interview is random. This is of course a reasonable assumption only for surveys carried out over a twelve-month period but not for surveys with shorter interview periods. This and other factors may lead to selection probabilities that are correlated with the individual characteristics. Another selection method proposed by Hagan and Meier (1983), which does not require any preliminary information on household composition, selects a pre-defined person (e. g. ‘eldest man’). The method again fails to ensure a positive probability of selection for each household member. 

Several empirical comparisons of the above methods have been carried out. Czaja, Blair and Sebestik (1982) found no significant differences in response rates or in demographic profiles between two versions of the Troldahl-Carter method and the Kish method. Hagan and Meier (1983) compare their method, described above, with the Troldahl-Carter method and find that the method they propose has a significantly lower refusal rate, with no significant differences in demographic profiles. Salmon and Nichols (1983) compare four procedures for selecting respondents within a household unit - Troldahl-Carter, male/female alternation, next-birthday, and no-selection methods - in a small-sample telephone survey. They reach the conclusion that the next-birthday method is a relatively efficient procedure for selecting a sample that is representative of all household members. Oldendick et al. (1988) find no significant differences  between the Kish method and the last-birthday method. In a study using the last birthday method, Romuald and Haggard (1994) find that informants self-select to participate at a higher rate than expected. They investigate the effect of using memory cues on respondent self-selection and reach the conclusion that there is no significant effect. Lavrakas , Bauman and Merkle (1993) evaluate the effect of the use of the last-birthday method on within-unit coverage in a national and report evidence to suggest that the method leads to incorrect selection in many cases. Forsman (1993) reviews experiences of within-household sampling for 18 private opinion research companies and report on a test to compare the Kish, next/last birthday and the Toldahl-Carter methods. They conclude that the Troldahl-Carter method is somewhat better than the Kish method and that both are superior to the birthday methods. Similarly, Binson, Canchola and Catania (2000) report on a three-way comparison in a national telephone survey between the Kish, next-birthday, and last-birthday methods, and find significant differences between the three methods in the dropout rate, during the initial stages of the screening process. The Kish method had the highest dropout rates and the ‘next-birthday’ had the lowest rate. They conjecture that interviewers, rather than respondents, are a primary source of the higher rate of refusals when using the Kish method, due to the fact that a full household roster is required. 

3.3 Coverage and nonresponse

3.3.1 Telephone coverage

The problem of telephone noncoverage was until very recently a major drawback of telephone surveys. Even in the US overall person undercoverage (in nontelephone households) remained at 7.2% by the end of 1986  - Thornberry and Massey (1988). By the mid-eighties household telephone undercoverage was less than 10% in most Western countries, with the highest coverage (99%) in Sweden. But some countries still had high rates of telephone undercoverage, for instance: UK 25%, Italy 29% Ireland 50%, Israel 30% - Trewin and Lee (1988). The situation changed dramatically towards the end of the century, with most Western countries reaching virtual saturation. Telephone coverage reached 94.4% in the US in 1999  (NTIA, 2000); 96.6% in Australia in 1996 (St. Clair and Muir, 1997); 97.0% in the UK (OFTEL, 1999); 97.3% in Israel (Central Bureau of Statistics, 2001); 97.9% in Finland (Kuusela and Vikki, 1999); 98.2% in Canada (Statistics Canada, 1999); and 99% in Germany (Federal Republic of Germany, 1999). 

Obviously the major problem of telephone undercoverage lies primarily in differential undercoverage rather than in its overall rate and the fact that telephone undercoverage is highly correlated with a wide range of demographic, economic and health variables. This has been demonstrated extensively in a large number of empirical studies in the US and elsewhere – see for instance Groves and Kahn (1979), Collins (1983), Thornberry and Massey (1983, 1988), Trewin and Lee (1988) and Botman and Allen (1990). The rapid increase in overall telephone coverage over the last decade has not caused any radical change in this situation. Thus in Finland, with an overall telephone undercoverage of 2.1% in 1999, low income households (less than 675 Euros per month) had an undercoverage of 11.3% (vs. 0% for high income groups) and those living in rented accommodation 4.9% (Kuusela and Vikki, 1999). In Israel telephone undercoverage was 17.9% for the lowest income decile as against 0.8% for the two highest deciles and 24.9% for single adult households with three or more children as against 2.4% for childless households with three or more adults (Central Bureau of Statistics, 2000). Similarly in the US large geographical variations are still found and telephone undercoverage is found to correlate with housing deficiencies, race, education income and mobility (Shapiro et al., 1996; Giesbricht, Kulp and Starer, 1996; Fox and Riley, 1996; NTIA, 2000). Health-related characteristics were found to differ somewhat between persons in telephone and non-telephone in the National Health Interview Survey by Anderson, Nelson and Wilson (1998) and in the National Health and Nutrition Examination Survey by Ford (1998). However telephone coverage effects were considered to be minor in both studies. 

However the main problem of telephone coverage foreseen for the near future relates to the introduction and rapid proliferation of mobile telephones. In the late nineties the proportion of households with access to at least one mobile telephone reached 76% in Finland, 59% in Denmark, 35% in Italy (Rouquette, 2000) and 52% in Israel (Central Bureau of Statistics, 2001). If all these mobile telephones were additional to fixed line telephones no problem would arise. However there are already strong indications of a tendency in several countries to consider the mobile telephone as an alternative to a fixed line telephone, rather than a supplement. Kuusela and Vikki (1999) report that 20% of Finnish households now have exclusively one or more mobile telephones and no fixed line and predict that within a year the number of mobile phones will exceed the number of fixed lines. Similar figures for the UK are 3% (OFTEL, 2000) and for Israel 2.9% (Central Bureau of Statistics, 2001). This implies that fixed line telephone coverage is down to 77% in Finland and to 94% in the UK and in Israel. In Germany it is estimated that the percentage of households with fixed line telephones will decrease to 92% by 2004 (Gabler and Haeder, 2000). Furthermore the characteristics of persons with only mobile telephones are quite different from those with fixed telephone lines. In Finland, according to Kussela and Vikki (1999), they tend to be young, often living alone in rented apartments in urban areas. It should be noted that the transfer from fixed phone lines to mobile telephones is apparently not occurring to any large extent in North America, due to differences in pricing strategies.

Theoretically RDD sampling could be extended to mobile telephones. In practice, this may be quite difficult due to the fact that mobile telephones are by nature a personal appliance, rather than a household one. Sampling persons within a household, via a mobile telephone contact with one of the members, is well nigh impossible. Interviewing via a mobile telephone of individuals who may be anywhere is also extremely difficult. Even the determination of the total number of telephone numbers (mobile and fixed line) available to a household (required for weighting) may be daunting. We consider some possible approaches to these and other problems of the move to mobile telephones in section four.

Undercoverage of persons within covered households relates primarily to the method of selection for individuals within the household – see section 3.2.2  - and to the undercoverage due to the failure to obtain complete listings of individuals in the households. The latter effect is investigated by Maklan and Waksberg (1988), by comparing data on individuals obtained from an RDD survey with those obtained from the US Current Population Survey and from the population census. They find that while mean household sizes are comparable, the RDD results are skewed towards two-person households and away from one-person households. Some of the difference could be attributed to different residence rules, but the results do not indicate undercoverage of persons in the RDD survey. They also report on an experiment in which more detailed questions were asked on household composition and found practically no improvement in accuracy of reporting. In a similar experiment, carried out by Bercini and Massey (1979), the effects of the use of names in the household roster and the position of the question on the household roster (before or after the first interview) were tested in a survey on smoking. They found that both the use of names and the position of the household roster had an effect on response and that obtaining the roster after the interview without names is optimal.

3.3.2 Non-response

The problem of nonresponse and the biases associated with nonresponse is basic to all survey research, but there are some specific issues of nonresponse associated with telephone interviewing. One of the major problems is the ambiguity of the results of many attempts at dialing – e.g. continually engaged or no reply, numbers connected to fax machines, computer modems or answering machines. Recently automated screening devices have been developed to identify telephone numbers connected to recordings indicating whether they are not in service (Casady and Lepkowski, 1999). Thus proprietary hardware and software have been developed to detect “tri-tone” recording which indicates “not-in-service” and these numbers when dialed can be removed from the sample. Prior removal of many business phones can be carried out by matching with “Yellow Page” files. These and other methods reduce the costs of screening and the ambiguity of calls that continually receive no reply.

Technological advances, such as “call forwarding” and caller identification enhance the possibilities for nonresponse. In addition refusals are easier over the phone than in face-to-face interviews and breaking off the interview in its midst is also easier. These and other problems of nonresponse for ‘cold’ telephone interviewing and the US experience in dealing with them are reviewed extensively by Groves and Lyberg (1988a). In particular they follow Frankel at al. (1982) and White (1983) in recommending a definition of nonresponse rates which includes in the denominator an estimate of the number of unanswered numbers that are working numbers in addition to the complete and incomplete interviews, refused eligible numbers and other noninterviewed units. The estimate of the proportion of unanswered numbers that are eligible is obtained as the proportion of answered numbers that are eligible. However this may be a biased estimator. For instance the intensive use of answering technology by businesses implies that practically all businesses will respond and can be identified as businesses. Also, as pointed out by Massey (1995) this measure has to be modified in the case of screening by defining a household screening response rate as the estimated proportion of eligible households identified as such by the screening, rather than the proportion of all households screened for eligibility. Cunningham, Brick and Meader (2000) present several detailed measures of response rates and eligibility rates for each stages of a survey with screening, as well as overall rates, in reporting on the methodology of the National Survey of America’s Families.

Telephone nonresponse rates are, in general, higher than those obtained from face–to-face interviews, due to the reasons mentioned above – see Hochstim (1967), Groves and Kahn (1979), Fitti (1979), Groves and Lyberg (1988a) for US experience; Wilson, Blackshaw and Norris (1988) and Collins et al (1988) for experience in UK surveys; and Drew, Choudry and Hunter (1988) for the experience of Canadian government surveys. The latter includes also comparisons of  ‘cold’ and ‘warm’ telephone interviews, which show only small differences in nonresponse rates. More recently an analysis of the experience in 39 US telephone surveys carried out in the nineties (Massey, O’Connor and Krotki, 1997) indicates a slight further reduction in response rates to an average of 62% and a range from 42% to 79% (though it seems that Canadian response rates have not decreased over recent years). Among the factors to which this increase in nonresponse can be attributed are the increase in the use of technological devices (answering machines, call forwarding, multi-purpose telephone lines) and the increased prevalence of telephone solicitation, already identified as a potential problem for telephone surveys by Biel (1967). The American Statistical Assocation (1999) considers the effect of near saturation calling conducted by telemarketers on lowering survey cooperation rates as a serious challenge not fully addressed by survey researchers. It concludes that unless the trend can be reversed, “telephone surveys, as we know them, could disappear within the next five years”. A similar view is expressed by Kalton (2000).

As is the case for telephone noncoverage, the effect of nonresponse on biases in survey estimates is made more severe by the correlation between nonresponse and many socio-economic characteristics. Groves and Lyberg (1988a) on the basis of a review of previous work identify the main correlates of telephone nonresponse.  They are age (elderly persons have higher refusal rates – see also Collins et al. 1988) and education (higher nonresponse among lower education groups – see, e.g. Cannel et al, 1987). On the other hand, there is evidence showing that urban-rural differences in nonresponse are diminished in telephone surveys, as compared with face-to-face surveys – Groves and Kahn (1979). More recent papers on the effects of nonresponse concentrate on specific issues. Thus Diehr et al. (1992) investigate the relationship of response rate and other summary variables at the prefix and at the person level. They find relationships between nonresponse and age, race and family size and type. Merkle, Bauman and Lavrakas (1993) in an investigation of the impact of callbacks on the quality of survey estimates show that age and employment status are the major correlates with the number of callbacks required. Kalsbeek and Durham (1994) investigate the effect of nonresponse in a follow-up telephone survey on breastfeeding among low-income women and find that the main correlates with nonresponse are age and degree of urbanization. Finally, multilevel modeling is applied to an extensive meta-analysis of reports on inter-mode comparisons of nonresponse by Hox, DeLeeuw and Kreft (1991). The results, based on the analysis by multi-level modeling of a total of 45 studies (35 of which included a telephone component), indicate significantly lower response for telephone studies than for face-to-face studies when models with fixed slopes are used. However when random-slope models are used the difference is no longer significant. 

In attempts to reduce nonresponse in telephone surveys the effect of survey operational variables on nonresponse has been investigated. Thus Sebold (1988) finds that doubling the survey period (from two to four weeks) increased the response rate by 3 percentage points in an experiment for the US National Crime Survey. Brick and Collins (1997) investigated the effect of advance letters and screening questions on response in the US National Household Education Survey. They found that a screen-out question approach increased response rates considerably but that the advance letter did not add to the effect of screening. Other survey variables that have been found to effect response rates are interview length (Collins et al., 1988) and interviewer vocal characteristics (Oksenberg and Cannel, 1988). The effect of the method of selection of sample individuals on nonresponse (in particular the requirement for household rosters) has already been mentioned in section 3.2.2.

Finally, in recent years there has been a significant increase in the use of answering machines and caller ID devices for screening unwanted calls, with obvious increased potential for nonresponse. For instance, the proportion of households with answering machines in France increased from 21 % in 1995 to 40% in 1999 (Rouquette, 2000), the same as in Germany (Federal Republic of Germany, 1999), while in the US the proportion increased from about 25% in 1988 (Tuckel and Feinberg, 1991) to over 73% by 1997 (Decision Analyst, 1997). However, based on a nationwide telephone survey, Tuckel and Feinberg (1991) reach the conclusion that, in comparison to other initial non-contact groups (e.g. ‘no answer’ or ‘busy’), those with answering machines are more likely to respond and less likely to refuse, resulting in a contact rate which is definitely not smaller than that of other non-contacts. In fact, it seems, according to a study by Oldendick and Link (1994), that the use of answering machines to screen out survey calls is limited to some 2-3 percent. However screeners tend to be in higher income groups, urban and with higher education. Similarly, Piazza (1993) finds on the basis of extensive data from the California Disability Survey, a telephone survey with a high number of callbacks, that although answering machine owners are more difficult to contact initially, once contacted they are at least as likely to respond as those without answering machines. They point out also that reaching an answering machine ensures that a household has been reached and that its residents do not want to miss important calls .In a study by Xu, Bates and Schweitzer (1993), designed to investigate the effect of leaving messages on answering machines, households with answering machines were found to be more likely to be contacted and complete the interview than those without answering machines. Furthermore leaving a message on the answering machine led to a significant increase in response rate and reduction in refusals. Similarly, Harlow et al. (1993), based on results of a controlled experiment, found that leaving a message on the answering machine let to an increase of 15% in response, after adjusting for age, interviewer and town of residence. Koepsell et al. (1996) carried out a randomized trial of leaving messages on answering machines and found an overall increase of 20% in response rate. Although in a similar study Tuckel and Shukers (1997) found no significant effect, the overall findings in a range of studies indicate that the increase in the use of answering machines has a beneficial effect on survey response, probably due to their providing the possibility of leaving positive messages and thereby enabling the screening out of telemarketing calls.
Tuckel and O’Neill (1996) estimate that the percentage of US households with caller ID increased from 3% in 1992 to 10% in 1996. Based on a national study, in which the profiles of both caller ID subscribers and answering machine owners are analyzed, they reach the conclusion that these technological devices do not yet present major obstacles for telephone survey research, since their owners tend to use the screening devices primarily to screen out recognized undesirable numbers of acquaintances rather than unrecognized numbers. However, they point out that the possibility of screening will probably lead to increases in answering machine response to repeated callbacks. 

3.3.3. Weighting and adjustment

Telephone surveys often require special attention to weighting and adjustment. Although sampling designs are usually based on equal probabilities of selection, in practice these are not always achieved. For instance RDD sample designs are theoretically self-weighting but in fact unequal selection probabilities may result due to the multiplicity of telephone lines (numbers) for the same household. In this case, if information is collected on the number of telephone lines to which the household is connected, the required adjustment is straightforward. Similarly reweighting is required to take into account PSU’s for which the number of in-scope numbers is less that the required cluster sample size. An additional problem arises due to the fact that it is often difficult to determine whether a telephone, from which no answer can be obtained after repeated attempts, is indeed a case of in-scope nonresponse or is, in fact, out-of-scope. Other problems requiring reweighting are nonresponse, the inherent undercoverage due to non-telephone households and the obvious necessity to use some form of multiplicity estimator for multiple-frame sample designs, based on information on the frames on which the unit is represented.

These problems are dealt with for national RDD samples carried out by the US National Center for Health Statistics in a series of papers by Thornberry and Massey (1978), Botman, Massey and Shimizu (1982) and Massey and Botman (1988). They describe the weighting adjustments carried out for the RDD US National Health Interview Survey (NHIS) and for a smoking survey to account for multiple telephones per household, for telephone coverage and for nonresponse. The adjustments were based on external data for race and geographic region and on survey information on nonresponse and on multiple telephones. Several alternative adjustment and weighting procedures are compared and evaluated. Chapman and Roman. (1985) compare substitution with nonresponse adjustment in a feasibility study for the RDD NHIS and report that the results with respect to bias and variance are similar. Drew and Groves (1989) compare alternative adjustment procedures for unit nonresponse based on external administrative data, on an explicit response prediction model and on response probabilities estimated on the basis of callback data. Casady and Sirken (1980) propose a multiplicity estimator for a multiple-frame sampling design applied to data from the US National Health Interview Survey. Brick (1990) compares the multiplicity estimator with the traditional multiple frame estimator for an educational RDD survey. 

Goksel, Judkins and Mosher (1991) report on adjustments, based on modeling nonresponse propensities, for a telephone follow-up of a face-to face interview in the US National Survey of Family Growth. Adjustment based on response propensities by intensity of follow-up effort and by smoking status are proposed for a Canadian survey of attitudes to smoking restrictive legislation by Bull, Pederson and Ashley (1988). 

Following a comparison by Keeter (1995) of non-telephone households with ‘transient’ households (those who recently gained or lost telephone service), Brick, Waksberg and Keeter (1996) propose the use of data on interruptions in telephone service in order to adjust for the undercoverage due to non-telephone households. Their results indicate that such adjustment can lead to a reduction of mean square error. Hoaglin and Battaglia (1996) compare a modified poststratification method and a model-based estimation with simple poststratification for adjusting for noncoverage in an RDD survey of vaccination coverage. The modified poststratification uses national data on vaccination rates for telephone and non-telephone children in addition to demographic and socioeconomic data used for simple poststratification, while the model-based adjustment is based on a logit model to estimate the probability of residing in a telephone household. The results show gains from the use of the modified poststratification but only slight differences between the modified poststratification and the model based adjustment. A similar adjustment based on telephone interruption data is applied by Frankel et al. (1999) to NHIS data and shows conclusively a substantial reduction in bias. 

3.4 Data quality - Response errors and mode effects

The quality of information obtained over the telephone has always been a controversial issue. As mentioned in section 2, apprehensions on the supposed inferiority of the quality of data from telephone interviewing were allayed at an early stage, to a large degree by some of the extensive empirical appraisals carried out in the sixties and seventies. However there was still some conflicting evidence from different studies on the relative quality of telephone and face-to-face interviewing. Although the intensive analysis of large omnibus surveys carried out under the two modes by the University of Michigan Survey Research Center (Groves and Kahn, 1979), provided important information on data quality and other issues, the mode comparisons and a comparison with external data were not conclusive. In an attempt to resolve the issue, de Leeuw and van der Zoowen (1988) carried out an extensive meta-analysis of 28 major empirical studies in which comparisons of face-to-face and telephone interviewing were investigated. The studies, carried out between 1952 and 1986 on a variety of topics, were primarily from the US but some European studies were also covered. Data quality indicators used were response validity (based on validation studies), absence of social desirability bias, item response, amount of information (for open questions or check-lists) and similarity of response. The overall finding is that if there are any differences in quality between the two modes, they are definitely very minor and that other considerations, such as costs and convenience, should be used in decisions on the use of the telephone for survey work. Similar conclusions are reached for the UK by Sykes and Collins (1988), on the basis of four comparative studies; for income data in Denmark by Kormendi (1988), in a validation study, based on administrative data; and in a comparison of financial data in a Canadian Farm Financial Survey (Caron and Lavallée, 1998).

Other recent studies on mode effects concentrate on specific issues and topics but reach similar conclusions. Thus Herzog and Rodgers (1988) report on a mode comparison in a study of older adults and find only small differences. Similar results are reported by Foley and Brook (1990) for a survey on the last days of life. In a study of the sensitive topic of drug use Aquilino and Losciuto (1990) find almost identical results for whites, but some significant differences for blacks, even after controlling for variables possibly related to telephone undercoverage. This may be explained by results reported by Johnson et al. (1997) for a telephone survey of drug use, which supports a social distance model of interviewer effects.

There is little doubt that interviewers have a great effect on quality, both in face to face and in telephone surveys. The use of central telephone interviewing facilities provides more opportunities to control and monitor interviewer effects than in field interviewing. Some of the issues involved are treated by Stokes and Yeh (1988), who propose a Bayesian model for interviewer effects and methods for estimating the model parameters. A beta-binomial model for the interviewer variance component and methods of estimation of its parameters are proposed by Pannekoek (1988). 

An effective way of reducing response errors in face-to-face interview surveys has been the use of records provided by the respondent to verify and recall information on income, insurance, health events etc. Obviously, the extension of this method to telephone interviewing involves some problems, since the interviewer cannot see the documents and even asking the respondent to get them may involve a disruptive break in the telephone interview more frequently than in a face-to-face interview. However the use of records by respondents in telephone surveys can help to reduce response bias. Battaglia, Shapiro and Zell (1996) report on an attempt to ask respondents to use vaccination records in one of the rounds of the US National Immunization Survey and to compare the information obtained with provider records. Some 47% of the respondents did in fact use vaccination records but substantial underreporting bias was still found, possibly due to the fact that the vaccination reports were not always up to date. Similar effects are found in face-to-face surveys – see Brick et al. (2000).

4 Current and future technological developments 

Together with almost complete telephone coverage, the very intensive technological development and the diversity of communications possibilities are continuously opening up new opportunities and potentials for using novel communication options for survey work. On the other hand, some of these developments may cause difficulties for telesurveys under the conventional methodology of today. Thus the increased sophistication of filtering devices and algorithms (as a development of the simple answering machines and caller ID devices mentioned in section 3.3) may make it easier than ever for respondents not to cooperate. In the following we examine present applications and conjectured future developments and applications and comment on the methodological problems involved in their use.

4.1 E-mail and Web surveys

Internet access for households has experienced a very rapid increase in recent years. For instance in the US the proportion of households with access to Internet has risen from 26% in December 1998 to 42% in August 2000 - NTIA (2000). Other countries have reached somewhat lower levels - the UK 28% (in August, 2000 - OFTEL, 2000); Canada 25%, Finland 22%, France 7% and Belgium 5% in 1999, according to Rouquette (2000); Israel 12% (in 1999 - Central Bureau of Statistics, 2001); and Germany 11% (Federal Republic of Germany,1999). This rapid increase in coverage, is still far off from attaining completeness. Furthermore, there are also some indications that, together with the increase in total use, there is also a growing category of ex-users. Katz and Aspden (1998) report that the proportion of former users of the Internet increased from 8% to 11% between 1995 and 1996. However the overall increase in access has encouraged the use of e-mail and the Internet for survey work. While coverage for an e-mail survey (EMS) is comparable to that of a Web (or Internet) survey and both are based on the use of a computer self-administered questionnaire (or CSAQ), there is a basic difference between these two types of telesurveys. The e-mail survey is very similar to a mail survey, in that it is based on sending out a text questionnaire and asking the respondent to send back the completed questionnaire. The advantage over the mail survey is in cost and in the ease and simplicity of transmission and receipt. The Web survey is, in general, based on interaction between the respondent and the survey instrument, via the use of Java, XML, or a similar instrument. It allows multiple enhancements, such as colour and animation, and extensive possibilities for sophisticated skip patterns and real-time editing. The exciting potential for innovative collection systems based on ever-developing Web tools cannot yet overcome the basic problem inherent in both e-mail and Web surveys that current coverage is completely inadequate for most human populations of interest (Dillman, 2000). 

Nonetheless, e-mail and Internet surveys can and are being used, with varying degrees of success, for certain populations where coverage is virtually complete or in conjunction with other modes of collection. Thus Couper, Blair, and Triplett (1999) report on an experimental study comparing e-mail and regular mail for a survey of employees in several U.S. government statistical agencies. The sampled employees were randomly assigned to a mail or e-mail mode of data collection and comparable procedures were used for advance contact and follow-up of subjects across modes. The results indicated somewhat higher response rates for mail than for e-mail, but data quality (item missing data) was similar across the two modes. In field tests for the 1999 US National Study of Postsecondary Faculty both administrators and faculty were offered the choice between completing and mailing a conventional paper questionnaire or completing a CSAQ via the Web (Abraham, Steiger and Sullivan, 1998). Although it may be assumed that practically all respondents had access to the Web, only 8% of responding faculty and 17% of the institution administrators opted for the CSAQ mode. The US National Science Foundation is planning to use a Web-based option in its 1999 National Survey of Recent College Graduates, under the hypothesis that most of the survey population would be relatively computer literate and have access to the Web (Meeks et al., 1998). For a review of the use of CSAQ by government agencies and private survey organizations and the problems involved, see Ramos, Sedivi and Sweet (1998). 

However, most current Web surveys of general populations are based on non-probability sampling – mostly by some form of self-selection. Fischbacher et al. (1999) report on a meta-analysis of 28 surveys in the health field using e-mail and the Internet. Many of these were epidemiological studies aimed at patients of specific diseases and the problem of selection bias meant that most of the results could not be generalized. One of the largest Web surveys is the WWW User Survey carried out by the Graphics Visualization and Usability Center at Georgia Institute of Technology (Kehoe et al., 1999). Although the survey population is defined as Internet users, the lack of any sample framework for this population implies that respondents had to be solicited by various methods (Web and other media announcements, advertising banners, incentive cash prizes etc.), rather than sampled with known probabilities. Although some 20,000 users participated, the survey report points out that the data is biased towards experienced and more frequent users and recommends the augmentation of their data with random sample surveys. In an attempt to overcome the bias inherent in basing surveys on samples of those with internet access only, some commercial survey organizations distribute devices that let users access the Internet through television sets to all of its panelists on an RDD sample, to ensure consistent results (Felson, 2001). However Poynter (2000) predicts that by the year 2005 95% of market research surveys will be conducted via the internet but that 80% will be based on respondents who have ‘opted in’, rather than on probability sampling. 

On the other hand, there is evidence that Web-based data collection can be applied with relative success for establishment surveys. Nusser and Thompson(1998) report on its use for the US Department  of Agriculture’s National Resources Inventory Surveys; Rosen, Manning and Harrel (1998) on Web-based collection from establishments for the US Current Employment Statistics Survey and Meeks et al. (1998) on its use for data collection from academic institutions, federal agencies and private corporations for US National Science Foundation surveys. Assuming that the problem of coverage and sampling will eventually be resolved for households and individuals, this holds hope for Web-based collection for household surveys at some point in the future. 

4.2 Other computer self administered questionnaire (CSAQ) and computer assisted self interviewing (CASI) methods

Couper and Nichols (1998) differentiate between computer self administered questionnaire (CSAQ) collection, in which an interviewer is not present, and computer assisted self interviewing (CASI), in which an interviewer is present or delivers the survey instrument. Thus both e-mail and Internet surveys are based on CSAQ with the assistance of telecommunications technology. Other CSAQ methods are touchtone data entry (TDE), whereby respondents enter data using their touchtone telephones, and interactive voice recognition (IVR) or voice recognition entry (VRE). Both are based on respondents initiating calls to report at their convenience, after initial contact has been established and been extensively tested and successfully used by the US Bureau of Labor Statistics for data collection from establishments for its Current Employment Statistics program - Werking, Tupek, and Clayton (1988), Winter and Clayton (1990) and Clayton and Winter (1992). Phipps  and Tupek (1991) report on a study of the quality of TDE collection, by means of a record check. Their results show that there are few problems with the method and that response errors diminish with experience. More recently US statistical agencies have initiated tests of the possibility of applying these CSAQ methods to household surveys. McKay, Robison and Malik (1994) report on initial laboratory testing of TDE for the Current Population Survey. Malakhoff and Appel (1997) report on the development of an IVR prototype at the US Bureau of Census, albeit for a listing operation by field staff. It should be noted that while TDE is obviously unique to telephone surveys, IVR could be used for other modes of collection. 

Computer assisted self interviewing (CASI) methods include audio (ACASI) and video (VCASI) modes of collection and have long been regarded as the natural extensions of mail surveys that benefit from modern day technology (Dillman 2000). Their usefulness has been especially emphasized for surveys of sensitive and embarrassing topics, where the presence of the interviewer during the interview may make respondents reluctant to answer in a face-to-face interview. For a review of recent advances in these methods see Baker (1998), O'Reilly et al (1994), Rogers et al. (1996) and Tourangeau and Smith (1998). Practically all the reported applications are of surveys in which the survey instrument is brought to the respondent’s home by field staff. The use of the telephone for ACASI (T-ACASI) collection has already been tried – Turner et al. (1998). The long-expected development of videotelephony to become a widespread common form of telephone service for households has not yet materialized. If and when it occurs it should make telephone VCASI (T-VCASI) possible in the future, with important implications for telesurvey work. The addition of a visual element will help to overcome many of the problems of present day telephone surveys that are not present in face-to-face interviews (eye contact with the interviewer, use of cue cards and other visual aids). The use of videotelephony will probably not be universal for a very long time, so that at least for the time being, T-VCASI will only be able to serve as a supplementary mode of collection.

4.3 Mobile telephones 

The problems envisaged for coverage of fixed line RDD surveys due to the rapid proliferation of mobile telephones have been mentioned in section 3.3.1. In the future it is obvious that mobile telephones will have to be used to reach the ever-increasing numbers of households without fixed telephone lines. Present levels of mobile telephone coverage imply that mobile telephone surveys can, in general, only be used for specific populations or for supplementing fixed line RDD surveys. For instance Perone, Matrundola and Soverini (1999) report on a mobile telephone survey for a naturally accessible population – that of mobile telephone subscribers in order to assess customer satisfaction. Refusal rates were found not to exceed those found in fixed line telephone surveys. However, non-contact rates were high, primarily due to subscribers being outside the signal range or shutting down their telephones. An additional problem associated with mobile phone surveys is that in many cases in North America the subscriber has to pay for received calls – Casady  and Lepkowski (1999).

As mentioned above, Cunningham et al. (1997) report on the use of mobile telephones to interview nontelephone households (primarily in rural areas), with the mobile telephone brought to the respondent by field interviewers. This was designed to minimize mode effects by having telephone interviews conducted by the same interviewers as those conducted for telephone households. The response rates were high, even though in some cases the interviews had to be conducted outdoors in order to obtain reasonable reception. The most intensive use of mobile phones for household surveys is no doubt for the Finish Labour Force Survey - Kuusela and Notkola (1999). Out of some 97% of interviews completed by telephone, over 20% are carried out by mobile telephone. Although the average duration of mobile telephone interviews is somewhat longer than those of conventional telephone interviews, this is probably due to socio-demographic differences between the respondent groups.

4.4 Future technological developments and their effect on telesurvey methodology

The rapid advances in technological developments in the areas of telecommunications and information systems make it very difficult to forecast their influence on survey work. Not all these technological changes will necessarily increase the potential for using advanced telecommunications technology for survey work. The problems raised by persons who have opted to ‘drop-out’ from the Internet (Katz and Aspden, 1998) or from fixed line telephone service (see e.g., Gabler and Haeder, 2000 and Kuusela and Vikki, 1999) have already been mentioned. Furthermore, in some areas, such as market research and official statistics, technological developments may lead to a reduced reliance on surveys to gather information for decision-making. Thus Baker (1998) and Poynter (2000) predict that techniques such as data mining of existing data resources may become predominant for market research. Similarly, Scheuren and Petska (1993) discuss the possibilities for the use of administrative record systems for official statistics. However, there still remain important areas (for instance for opinions and unobservable behaviour) in which surveys will remain the predominant source of data. The technological advances will open new possibilities for telesurvey work, though the required methodology might become more complex than that used today. 

One of the expected developments forecast for the near future is the integration of multiple communication devices and methods – telephony (fixed line and wireless), fax, internet, e-mail, videotelephony, data transmission, television transmissions etc. - Baker(1998). This implies that each individual will have access to a variety of telecommunication services possibly via the same physical instrument, which could be a mobile phone (e.g. via WAP technology), a PC or a TV set or some combination of these. Similarly, the survey taker may be able to gain access to respondents via several different modes. See  Ranta-aho and Leppinen. (1997) for some of the issues involved in this plethora of possible avenues of access. It is envisaged that the recipient will have a large degree of control over whether to receive communications at all and, if, so by which mode. This is already now ensured for many users by means of sophisticated devices for screening, forwarding, message transfer, multiple message transmission etc. On the other hand, the degree of control of mode of transmission by the sender will probably decrease as a result.

The implications of these developments for survey work are that mixed mode surveys and possibly multi-frame methodology will have to become predominant. Although we consider that overall telecommunications coverage will increase to some saturation point that is close to universal coverage, it seems unlikely that any given mode of telecommunication will by itself provide virtual complete coverage. Furthermore, even when a single mode may provide practically complete coverage, it is not clear that a mixed mode approach, taking into account respondents’ mode preferences, is not preferable. The increased reliance of survey work on the voluntary cooperation of respondents practically dictates that we should offer the respondent the choice of mode. However it should be pointed out that mixed mode surveys are very expensive and that the present technology does not allow the simple transfer of questionnaires developed for one mode (e.g. the CAI Blaise questionnaire) to another mode – e.g. to a paper form.

The major problem that the new developments in telecommunications pose for survey design will probably be the choice of relevant frameworks and the allocation of sample units to modes of collections. Eventually it is envisaged that each individual will have a unique, permanent, personal communication number (or ID) through which he/she can be reached by a multiplicity of modes (written, oral or visual), via a variety of fixed line or wireless devices which could be at home, in the office or mobile. The choice of mode will be ultimately controlled by the joint decision of recipient and sender. While the idea of such a universal number (which would basically be an identity number) is no doubt anathema to libertarians, there is little doubt that it will eventually become acceptable, even if small activist groups may attempt to evade its use and even disrupt its proliferation. In fact standard universal identity number systems have been operating and are well accepted for several decades in many countries in Northern Europe and in Israel. The identity number in these countries is not regarded as confidential information and is widely used for many administrative and commercial purposes. For example, in Israel personal cheques are required by law to include the person’s ID number, name, address and telephone number. 

Once such a system of unique communication numbers is operable, standard methods of sampling can be used. It may well be that complete lists of these numbers will be generally available – possibly with only limited geographical or other information. This is the situation with respect to ID’s in many national registration systems. There are reasons to expect that a similar situation may prevail for communication numbers –initially at least in Europe rather than in North America. This could come about since the need for unlisted status might well be made redundant because of sophisticated screening techniques. Although screening may enhance the ease of non-response, the possibility of transmitting prior written messages by e-mail or voice mail could reduce the problem. 

Sampling from such lists would be simple but in most cases might be inefficient, since it could benefit only marginally from auxiliary information. While differentiation between personal and business contacts might be ensured by the listings, it is doubtful that any household information would be available. This dictates that the sampling and reporting unit would be the individual rather than a household. This is in any case the aim of many surveys and the usefulness of the household as a sampling unit for telesurveys is definitely doubtful, even under current practice. Household information, if required, would have to be obtained from the individual and include information on household size to ensure proper weighting for household characteristics. If the communications numbering system ensures the allocation of a single number to each individual, no information is required on the modes of communication or their multiplicity.

If listings of communication numbers are not available or if the problem of unlisted numbers does persist, some form of RDD will have to be used. This should not differ much from the RDD techniques currently employed. Assuming that the communication numbering system is indeed unique and universal and also arranged by some logic, efficient methods for sampling could easily be developed. Hopefully the numbering system will still bear some relationship to geography, via the individual’s permanent address. Otherwise local or even national RDD surveys will become extremely difficult to design efficiently. If sufficient information on the numbering system is available the extent of out-of-scope numbers could be minimized. 

Since it is likely that choice of the mode of communications will be largely under the control of the recipient, the question of allocation of sample units to mode of communication will probably hardly arise. The survey taker will have to prepare a whole range of collection instruments suitable for the different modes of communication. These would have to include written instruments, such as faxed, e-mail and Internet versions of questionnaires, oral instruments such as traditional voice interviews and automated interviewing and combinations of these. The integration of the data obtained from these modes of collection into a uniform data set would be a formidable but surmountable technological challenge.

The almost utopian situation described above will probably take a long time to reach and in the interim suitable methodologies will have to be developed to deal with the problems arising from the short-term developments in communications technology and their application. The necessity to move from telephone surveys based uniquely on fixed line telephones to some combination of mobile and fixed-line telephone situation will have to be dealt with very shortly, as pointed out in section 4.3. Basically multiple frame methodology developed to cover both telephone households and non-telephone households can easily be extended to deal with this. The development of suitable frames and/or RDD sampling methods for mobile telephones still has to be carried out, but the necessary principles are available. The problem of combining data obtained from mobile phones which are basically personal devices with that obtained from fixed-line telephones, which are still fundamentally household devices, will have to be worked out to ensure proper weighting. To ensure this, sufficiently complete information on all the communication devices available to the household is required. 

In conclusion, the advances in telesurvey methodology over the past few decades, which have made telephone surveys a viable and predominant survey instrument, will have to be continually updated to deal with the ever-changing developments in telecommunications technology and it usage. However the basic elements for these new developments are available and will continue to allow the use of advanced options to obtain high quality survey data.
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