Score Tests

Consider a statistical problem involving an unknown parameter § € RP. Denote the log-
likelihood ¢(0), its gradient (vector of first derivatives) by U(#), and its Hessian (matrix of
second derivatives) by J(). Let 8* denote the true value of §. In the development below, all
expectations and variances are computed under the distribution resulting from 6*. Recall that
the Fisher information matrix is defined by Z(0) = —FE[J(0)]. In typical settings, we have the

following results:
E[U(6")] =0, (1)
Cov(U(67)] = Z(0"), (2)
U(67) ~ N(0,Z(6%)), (3)
o) o) 51, (4)
U(67) ~ N(0, J(07)). ()
Suppose we want to test the hypothesis Hy : 0 = 0y for some special value 6. Define
S(O) =U(0)"1(0)"'U (). (6)
From equation (5) above we get that
S(0y) ~ x; under Hy. (7)
We can thus use S(6y) as a test statistic for testing Hy. This test is called the “score test.”

We can extend the development to testing a subset of the elements of  while estimating the
others. Let us partition 0 as 6 = (¢, ), where ¢ € RY is the vector of parameters of interest and

1 € RP~7 is the vector of remaining parameters (so-called “nuisance parameters”). Partition U

correspondingly as U(¢, ) = [Us(¢, ) Uy(@, )], partition 7 as

T(6.0) = Zop(0, %) Zpy(9,0) |

Iw¢<¢7 1@ thb((?, w>
and partition J similarly. Note that Z;, = I:;@ and similarly for J. Denote the true values of

¢ and ¢ by ¢* and ¥*.

Denote by ¢(¢) the MLE of ¢ with ¢ held fixed at the specified value. We have that ¢ (¢)

is the solution to the equation

Uy(¢,9(9)) = 0. (8)
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By the same kind of standard Taylor expansion argument as is used to develop the asymptotic

properties of the MLE in general, we have

~

V(") = ¥ = —dyy(¢",0") T Uy(¢7, ¥). (9)

~

Now, suppose we want to test Hy : ¢ = ¢o. We can build a test statistic based on Ug(¢o, ¥(¢0))-
We need to work out the asymptotic distribution of this quantity under Hy. Assume for now

that Hy holds. We then have

~ ~

Uy (0, ¥(¢0)) = Us(@0,9") + Jou (100, ") (b (o) — 1)
= Uy(¢0, ") = Loy (0, ¥*) Ly (G0, ¥*) " Uy (o, ¥*), (10)

where the first step is based on a Taylor expansion and the second step is based on (4) and (9).

~

Using the results (1)-(3), we find that U,(¢o, 1 (¢o)) is asymptotically mean-zero multivariate
normal with covariance matrix given as follows (where Uy, Uy, and the various blocks of the

matrix Z are all evaluated at (¢g,?*), but we omit these arguments for brevity):
Q = Cov(Us, Uy) — Cov(Us, Up) L, T3, — LyyLy, Cov(Uy, Uy) + Ly, Cov(Uy, Uy) T, TS,
= Zoo = Zov Ly Lo = Low Ty Tvo + Zow L Loy Low Ly Tow Ly T
=Zpo — Zow Ly Lyo- (11)

We can form an estimate Q(¢o) of Q by replacing Z (¢, 1*) with .J (¢, ¥(¢)) throughout. We

then get the score statistic

S(0) = Us(do, ¥ (0))" Qo)™ Us(o, ¥ (¢0)), (12)

for which we have

S(¢o) ~ x; under Hy. (13)

Remark: By the formula for the inverse of a partitioned matrix, the matrix Q(gbo)_l is equal to

the ¢¢ block of J(¢o, ¥'(0))



